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Preface

This book is divided into two parts. Part I is a modern introduction to the very
classical theory of submanifold geometry. We go beyond the classical theory in
at least one important respect; we study submanifolds of Hilbert space as well
as of Euclidean spaces. Part II is devoted to critical point theory, and here again
the theory is developed in the setting of Hilbert manifolds. The two parts are
inter-related through the Morse Index Theorem, that is, the fact that the structure
of the set of critical points of the distance function from a point to a submanifold
can be described completely in terms of the local geometric invariants of the
submanifold.

Now it is perfectly standard and natural to study critical point theory in
infinite dimensions; one of the major applications of critical point theory is to
the Calculus of Variations, where an infinite dimensional setting is essential.
But what is the rationale for extending the classical theory of submanifolds to
Hilbert space? The elementary theory of Riemannian Hilbert manifolds was
developed in the 1960’s, including for example the existence of Levi-Civita
connections, geodesic coordinates, and some local theory of submanifolds. But
Kuiper’s proof of the contractibility of the group of orthogonal transformations
of an infinite dimensional Hilbert space was discouraging. It meant that one
could not expect to obtain interesting geometry and topology from the study of
Riemannian Hilbert manifolds with the seemingly natural choice of structure
group, and it was soon realized that a natural Fredholm structure was probably
necessary for an interesting theory of infinite dimensional Riemannian mani-
folds. However, for many years there were few interesting examples to inspire
further work in this area. The recent development of Kac-Moody groups and
their representation theory has changed this picture. The coadjoint orbits of
these infinite dimensional groups are nice submanifolds of Hilbert space with
natural Fredholm structures. Moreover they arise in the study of gauge group
actions and have a rich and interesting geometry and topology. Best of all from
our point of view, they are isoparametric (see below) and provide easily stud-
ied explicit models that suggest good assumptions to make in order to extend
classical Euclidean submanifold theory to a theory of submanifolds of Hilbert
space.
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One of the main goals of part I is to help graduate students get started
doing research in Riemannian geometry. As a result we have tried to make it a
reasonably self-contained source for learning the techniques of the subject. We
do assume that the reader is familiar with the elementary theory of differentiable
manifolds, as presented for example in Lang’s book [La], and the basic theory
of Riemannian geometry as in Hicks’ book [Hk], or selected parts of Spivak’s
[Sp]. But in Chapter 1 we give a review of finite dimensional Riemannian
geometry, with emphasis on the techniques of computation. We use Cartan’s
moving frame method, always trying to emphasize the intrinsic meaning behind
seemingly non-invariant computations. We also give many exercises that are
meant as an introduction to a variety of interesting research topics. The local
geometry of submanifolds of Rn is treated in Chapter 2. In Chapter 3 we apply
the local theory to study Weingarten surfaces in R3 and S3. The focal structure
of submanifolds and its relation to the critical point structure of distance and
height functions are explained in Chapter 4. The remaining chapters in part I are
devoted to two problems, the understanding of which is a natural step towards
developing a more general theory of submanifolds:
(1) Classify the submanifolds of Hilbert space that have the “simplest local

invariants”, namely the so-called isoparametric submanifolds. (A sub-
manifold is called isoparametric if its normal curvature is zero and the
principal curvatures along any parallel normal field are constant).

(2) Develop the relationship between the geometry and the topology of isopara-
metric submanifolds.
Many of these “simple” submanifolds arise from representation theory. In

particular the generalized flag manifolds (principal orbits of adjoint representa-
tions) are isoparametric and so are the principal orbits of other isotropy repre-
sentations of symmetric spaces. In fact it is now known that all homogeneous
isoparametric submanifolds arise in this way, so that they are effectively clas-
sified. But there are also many non-homogeneous examples. In fact, problem
(1) is far from solved, and the ongoing effort to better understand and classify
isoparametric manifolds has given rise to a beautiful interplay between Rieman-
nian geometry, algebra, transformation group theory, differential equations, and
Morse theory.

In Chapter 5 we develop the basic theory of proper Fredholm Riemannian
group actions (for both finite and infinite dimensions). In Chapter 6 we study
the geometry of finite dimensional isoparametric submanifolds. In Chapter
7 we develop the basic theory of proper Fredholm submanifolds of Hilbert
space (the condition “proper Fredholm” is needed in order to use the techniques
of differential topology and Morse theory on Hilbert manifolds). Finally, in
chapter 8, we use the Morse theory developed in part II to study the homology
of isoparametric submanifolds of Hilbert space.

Part II of the book is a self-contained account of critical point theory on
Hilbert manifolds. In Chapters 9 we develop the standard critical point theory for
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non-degenerate functions that satisfy Condition C: the deformation theorems,
minimax principal, and Morse inequalities. We then develop the theory of
linking cycles in Chapters 10; this is used in Chapter 8 of Part I to compute
the homology of isoparametric submanifolds of Hilbert space. In Chapter 11,
we apply our abstract critical point theory to the Calculus of Variations. We
treat first the easy case of geodesics, where the abstract theory fits like a glove.
We then consider a model example of the more complex “multiple integral”
problems in the Calculus of Variations; the so-called Yamabe Problem, that
arises in the conformal deformation of a metric to constant scalar curvature.
Here we illustrate some of the major techniques that are required to make the
abstract theory work in higher dimensions.

This book grew out of lectures we gave in China in May of 1987. Over a
year before, Professor S.S. Chern had invited the authors to visit the recently
established Nankai Mathematics institute in Tianjin, China, and lecture for a
month on a subject of our choice. Word had already spread that the new Insti-
tute was an exceptionally pleasant place in which to work, so we were happy to
accept. And since we were just then working together on some problems con-
cerning isoparametric submanifolds, we soon decided to give two inter-related
series of lectures. One series would be on isoparametric submanifolds; the
other would be on aspects of Morse Theory, with emphasis on our generaliza-
tion to the isoparametric case of the Bott-Samelson technique for calculating
the homology and cohomology of certain orbits of group actions. At Professor
Chern’s request we started to write up our lecture notes in advance, for eventual
publication as a volume in a new Nankai Institute sub-series of the Springer Ver-
lag Mathematical Lecture Notes. Despite all good intentions, when we arrived
in Tianjin in May of 1987 we each had only about a week’s worth of lectures
written up, and just rough notes for the rest. Perhaps it was for the best! We
were completely surprised by the nature of the audience that greeted us. Eighty
graduate students and young faculty, interested in geometry, had come to Tian-
jin from all over China to participate in our mini courses. From the beginning
this was as bright and enthusiastic a group of students as we have lectured to
anywhere. Moreover, before we arrived, they had received considerable back-
ground preparation for our lectures and were soon clamoring for us to pick up
the pace. Perhaps we did not see as much of the wonderful city of Tianjin as
we had hoped, but nevertheless we spent a very happy month talking to these
students and scrambling to prepare appropriate lectures. One result was that the
scope of these notes has been considerably expanded from what was originally
planned. For example, the Hilbert space setting for the part on Morse Theory
reflects the students desire to hear about the infinite dimensional aspects of the
theory. And the part on isoparametric submanifolds was expanded to a general
exposition of the modern theory of submanifolds of space forms, with material
on orbital geometry and tight and taut immersions. We would like to take this
opportunity to thank those many students at Nankai for the stimulation they
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provided.
We will never forget our month at Nankai or the many good friends we

made there. We would like to thank Professor and Mrs. Chern and all of the
faculty and staff of the Mathematics Institute for the boundless effort they put
into making our stay in Tianjin so memorable.

After the first draft of these notes was written, we used them in a differential
geometry seminar at Brandeis University. We would like to thank the many
students who lectured in this seminar for the errors they uncovered and the
many improvements that they suggested.

Both authors would like to thank The National Science Foundation for its
support during the period on which we wrote and did research on this book.
We would also like to express our appreciation to our respective Universities,
Brandeis and Northeastern, for providing us with an hospitable envoironment
for the teaching and research that led up to its publication.

And finally we would both like to express to Professor Chern our gratitude
for his having been our teacher and guide in differential geometry. Of course
there is not a geometer alive who has not benefited directly or indirectly from
Chern, but we feel particularly fortunate for our many personal contacts with
him over the years.
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Chapter 1

Preliminaries

In this chapter we review some basic facts concerning connections and
the existence theory for systems of first order partial differential equations.
These are basic tools for the study of submanifold geometry. A connection is
defined both globally as a differential operator (Koszul’s definition) and locally
as connection 1-forms (Cartan’s formulation). While the global definition is
better for interpreting the geometry, the local definition is easier to compute
with. A first order system of partial differential equations can be viewed as a
system of equations for differential 1-forms, and the associated existence theory
is referred to as the Frobenius theorem.

1.1. Connections on a vector bundle

Let M be a smooth manifold, ξ a smooth vector bundle of rank k on M , and
C∞(ξ) the space of smooth sections of ξ.

1.1.1. Definition. A connection for ξ is a linear operator

∇ : C∞(ξ) → C∞(T ∗M ⊗ ξ)

such that

∇(fs) = df ⊗ s + f∇(s)

for every s ∈ C∞(ξ) and f ∈ C∞(M). We call ∇(s) the covariant derivative
of s.

If ξ is trivial, i.e., ξ = M × Rk, then C∞(ξ) can be identified with
C∞(M, Rk) by s(x) = (x, f(x)). The differential of maps gives a trivial
connection on ξ, i.e., ∇s(x) = (x, dfx). The collection of all connections on
ξ can be described as follows. We call k smooth sections s1, . . . , sk of ξ a
frame field of ξ if s1(x), . . . , sk(x) is a basis for the fiber ξx at every x ∈ M .
Then every section of ξ can be uniquely written as a sum f1s1 + . . . + fksk,
where fi are uniquely determined smooth functions on M . A connection ∇ on
ξ is uniquely determined by ∇(s1), . . . ,∇(sk), and these can be completely
arbitrary smooth sections of the bundle T ∗M ⊗ ξ. Each of the sections ∇(si)
can be written uniquely as a sum

∑
ωij ⊗ sj , where (ωij) is an arbitrary n×n

3



4 Part I Submanifold Theory

matrix of smooth real-valued one forms on M . In fact, given∇(s1), . . . ,∇(sk)
we can define ∇ for an arbitrary section by the formula

∇(f1s1 + · · · + fksk) =
∑

(dfi ⊗ si + fi∇(si)).

(Here and in the sequel we use the convention that
∑

always stands for the
summation over all indices that appear twice).

Suppose U is a small open subset of M such that ξ|U is trivial. A frame
field s1, . . . , sk of ξ|U is called a local frame field of ξ on U .

It follows from the definition that a connection ∇ is a local operator, that
is, if s vanishes on an open set U then ∇s also vanishes on U . In fact, since
s(p) = 0 and dsp = 0 imply ∇s(p) = 0, ∇ is a first order differential operator
([Pa3]).

Since a connection is a local operator, it makes sense to talk about its
restriction to an open subset of M . If a collection of open sets Uα covers M
such that ξ|Uα is trivial, then a connection ∇ on ξ is uniquely determined by its
restrictions to the various Uα. Let s1, . . . , sk be a local frame field on Uα, then
there exists unique n× n matrix of smooth real-valued one forms (ωij) on Uα

such that ∇(si) =
∑

ωij ⊗ sj .
Let GL(k) denote the Lie group of the non-singular k × k real matrices,

and gl(k) its Lie algebra. If si and s∗i are two local frame fields of ξ on U , then
there is a uniquely determined smooth map g = (gij) : U → GL(k) such that
s∗i =

∑
gijsj . Let g−1 = (gij) denote the inverse of g, so that si =

∑
gijs∗j .

Suppose

∇si =
∑

ωij ⊗ sj , ∇s∗i =
∑

ω∗
ij ⊗ s∗j .

Let ω = (ωij) and ω∗ = (ω∗
ij). Since

∇s∗i = ∇(
∑

gimsm) =
∑

dgimsm + gim∇sm

=
∑

m

(dgim +
∑

k

gikωkm)sm

=
∑

j

(
∑

m

dgimgmj +
∑

m,k

gikωkmgmj)s∗j

=
∑

j

ω∗
ijs

∗
j ,

we have
ω∗ = (dg)g−1 + gωg−1.

Given an open cover Uα of M and local frame fields {sα
i } on Uα, suppose

sα
i =

∑
(gαβ

ij )sβ
j on Uα ∩ Uβ . Let gαβ = (gαβ

ij ). Then a connection on ξ
is defined by a collection of gl(k)−valued 1-forms ωα on Uα, such that on
Uα ∩ Uβ we have ωβ = (dgαβ)(gαβ)−1 + gαβωα(gαβ)−1.
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Identify T ∗M ⊗ ξ with L(TM, ξ), and let ∇Xs denote (∇s)(X). For
X, Y ∈ C∞(TM) and s ∈ C∞(ξ) we define

K(X, Y )(s) = −(∇X∇Y −∇Y ∇X −∇[X,Y ])(s). (1.1.1)

It follows from a direct computation that

K(Y, X) = −K(X, Y ),

K(fX, Y ) = K(X, fY ) = fK(X, Y ),

K(X, Y )(fs) = fK(X, Y )(s).

Hence K is a smooth section of L(ξ ⊗
∧2

TM, ξ) � L(ξ,
∧2

T ∗M ⊗ ξ).

1.1.2. Definition. This section K of the vector bundle L(ξ,
∧2

T ∗M ⊗ ξ) is
called the curvature of the connection ∇.

Recall that the bracket operation on vector fields and the exterior differen-
tiation on p forms are related by

dω(X0, . . . , Xp) =
∑

i

(−1)iXiω(X0, . . . , X̂i, . . . , Xp)

+
∑

i<j

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp).
(1.1.2)

Suppose s1, . . . , sk is a local frame field on U , and ∇si =
∑

ωij ⊗ sj .
Then there exist 2-forms Ωij such that

K(si) =
∑

Ωij ⊗ sj .

Since

−K(X, Y )(si) = ∇X∇Y si −∇Y ∇Xsi −∇[X,Y ]si

= ∇X(
∑

ωij(Y )sj) −∇Y (
∑

ωij(X)sj)

−
∑

ωij([X, Y ])sj

=
∑

(X(ωij(Y )) − Y (ωij(X)) − ωij([X, Y ]))sj

+
∑

(ωij(Y )ωjk(X) − ωij(X)ωjk(Y ))sk

=
∑

(dωij −
∑

ωik ∧ ωkj)(X, Y ) sj ,

we have
−Ωij = dωij −

∑
ωik ∧ ωkj .
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Thus K can is locally described by the k× k matrix Ω = (Ωij) of 2-forms just
as ∇ is defined locally by the matrix ω = (ωij) of 1-forms. In matrix notation,
we have

−Ω = dω − ω ∧ ω. (1.1.3)

Let g = (gij) : U → GL(k) be a smooth map and let ω = (dg)g−1.
Then ω is a gl(k)− valued 1-form on U , satisfying the so-called Maurer-Cartan
equation

dω = ω ∧ ω.

Conversely, given a gl(k)− valued 1-form on U with dω = ω ∧ ω., it follows
from Frobenius theorem (cf. 1.4) that given any x0 ∈ U and g0 ∈ GL(k) there
is a neighborhood U0 of x0 in U and a smooth map g = (gij) : U0 → GL(k)
such that g(x0) = g0 and (dg)g−1 = ω. Thus dω = ω ∧ ω is a necessary
and sufficient condition for being able to solve locally the system of first order
partial differential equations:

dg = ωg. (1.1.4)

Let ei denote the ith row of the matrix g and ω = (ωij). Then (1.1.4) can be
rewritten as

dei =
∑

j

ωij ⊗ ej .

1.1.3. Definition. A smooth section s of ξ|U is parallel with respect to ∇ if
∇s = 0 on U .

1.1.4. Definition. A connection is flat if its curvature is zero.

1.1.5. Proposition. The connection ∇ on ξ is flat if and only if there exist
local parallel frame fields.

Proof. Let si and ω = (ωij) be as before. Suppose Ω = 0, then ω
satisfies the Maurer- Cartan equation dω = ω ∧ ω. So locally there exists a
GL(k)− valued map g = (gij) such that (dg)g−1 = ω. Let g−1 = (gij), and
s∗i =

∑
gijsj . Then ∇s∗i =

∑
ω∗

ij ⊗ s∗j , and

ω∗ = d(g−1)g + g−1ωg

= −g−1(dg)g−1g + g−1(dg)g−1g = 0
.

So s∗i is a parallel frame.

1.1.6. Definition. A connection ∇ on ξ is called globally flat if there exists a
parallel frame field defined on the whole manifold M .
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1.1.7. Example. Let ξ be the trivial vector bundle M × Rk, and ∇ the trivial
connection on ξ given by the differential of maps. Then a section s(x) =
(x, f(x)) is parallel if and only if f is a constant map, so ∇ is globally flat.

1.1.8. Remarks.
(1) If ξ is not a trivial bundle then no connection on ξ can be globally flat.
(ii) A flat connection need not be globally flat. For example, let M be

the Möbius band [0, 1] × R/ ∼ (where (0, t) ∼ (1,−t))). Then the trivial
connection on [0, 1] × R induces a flat connection on TM . But since TM is
not a product bundle this connection is not globally flat.

Given x0 ∈ M , a smooth curve α : [0, 1] → M such that α(0) = x0 and
v0 ∈ ξx0 (the fiber of ξ over x0), then the following first order ODE

∇α′(t)v = 0, v(0) = v0, (1.1.5)

has a unique solution. A solution of (1.1.5) is called a parallel field along α,
and v(1) is called the parallel translation of v0 along α to α(1). Let P (α) :
ξx0 → ξx0 be the map defined by P (α)(v0) = v(1) for closed curve α such
that α(0) = α(1) = x0. The set of all these P (α) is a subgroup of GL(ξx0),
that is called the holonomy group of ∇ with respect to x0. It is easily seen that
∇ is globally flat if and only if the holonomy group of ∇ is trivial.

1.1.9. Definition. A local frame si of vector bundle ξ is called parallel at a
point x0 with respect to the connection ∇, if ∇si(x0) = 0 for all i.

1.1.10. Proposition. Let ∇ be a connection on the vector bundle ξ on M .
Given x0 ∈ M , then there exist an open neighborhood U of x0 and a frame
field defined on U , that is parallel at x0.

Proof. Letsi be a local frame field,∇si =
∑

j ωij⊗sj , andω = (ωij).
Let x1, . . . , xn be a local coordinate system near x0, and ω =

∑
i fi(x) dxi,

for some smooth gl(k) valued maps fi. Let ai = fi(x0). Then ai ∈ gl(k),
and g−1dg+ω = 0 at x0, where g(x) = exp(

∑
i xiai). So we have dg g−1 +

gωg−1 = 0 at x0, i.e., s∗i =
∑

gijsj is parallel at x0, where g = (gij).

Let O(m, k) denote the Lie group of linear isomorphism that leave the
following bilinear form on Rm+k invariant:

(x, y) =
m∑

i=1

xiyi −
k∑

j=1

xm+jym+j .

So an (m + k) × (m + k) matrix A is in O(m, k) if and only if

AtEA = E, where E = diag(1, . . . , 1,−1, . . . ,−1),
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and its Lie algebra is:

o(m, k) = {A ∈ gl(m + k) | AtE + EA = 0}.

1.1.11. Definition. A rank (m + k) vector bundle ξ is called an O(m, k)−
bundle (an orthogonal bundle if k = 0) if there is a smooth section g of S2(ξ∗)
such that g(x) is a non-degenerate bilinear form on ξx of index k for all x ∈ M .
A connection ∇ on ξ is said to be compatible with g if

X(g(s, t)) = g(∇Xs, t) + g(s,∇Xt),

for all X ∈ C∞(TM), s, t ∈ C∞(ξ).

Suppose s1, . . . , sm+k is a local frame field, g(si, sj) = gij , and

∇si =
∑

j

ωij ⊗ sj .

Then ∇ is compatible with g if and only if

ωG + Gωt = dG,

where ω = (ωij) and G = (gij). In particular, if G = E as above, then

ωE + Eωt = 0, (1.1.6)

i.e., ω is an o(m, k)− valued 1-form on M .

The collection of all connections on ξ does not have natural vector space
structure. However it does have a natural affine structure. In fact if ∇1 and
∇2 are two connections on ξ and f is a smooth function on M then the linear
combination f∇1 + (1 − f)∇2 is again a well-defined connection on ξ, and
∇1 −∇2 is a smooth section of L(ξ, T ∗M ⊗ ξ).

Next we consider connections on induced vector bundles. Given a smooth
map ϕ : N → M we can form the induced vector bundle ϕ∗ξ. Note that there
are canonical maps

ϕ∗ : C∞(ξ) → C∞(ϕ∗ξ),

ϕ∗ : C∞(T ∗M) → C∞(T ∗N).

So there is also a canonical map

ϕ∗ : C∞(T ∗M ⊗ ξ) → C∞(T ∗N ⊗ ϕ∗ξ).
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1.1.12. Lemma. To each connection ∇ on ξ there corresponds a unique
connection ϕ∗∇ on the induced bundle ϕ∗ξ so that

(ϕ∗∇)(ϕ∗s) = ϕ∗(∇s).

For example, given a local frame field s1, . . . , sk over an open subset U
of M with ∇(si) =

∑
ωij ⊗ sj , then

(ϕ∗∇)(ϕ∗si) =
∑

ϕ∗ωij ⊗ ϕ∗sj ,

i.e., the connection 1-form for ϕ∗∇ is ϕ∗ωij .
Suppose ∇1 and ∇2 are connections on the vector bundles ξ1 and ξ2 over

M. Then there is a natural connection ∇ on ξ1 ⊗ ξ2 that satisfies the usual
“product rule”, i.e.,

∇(s1 ⊗ s2) = ∇1(s1) ⊗ s2 + s1 ⊗∇2(s2)

1.2. Levi-Civita Connections

Let M be an n-dimensional smooth manifold, and g a smooth metric on
M , i.e., g ∈ C∞(S2T ∗M), such that g(x) is positive definite for all x ∈ M
(or equivalently, TM is an orthogonal bundle). Suppose ∇ is a connection on
TM , and given vector fields X and Y on M let

T (X, Y ) = ∇XY −∇Y X − [X, Y ].

It follows from a direct computation that we have

T (fX, Y ) = T (X, fY ) = fT (X, Y ), T (X, Y ) = −T (Y, X).

So T is a section of
∧2

T ∗M ⊗ TM , called the torsion tensor of ∇.

1.2.1. Definition. A connection ∇ on TM is said to be torsion free if its
torsion tensor T is zero.

Let e1, . . . , en be a local orthonormal tangent frame field on an open subset
U of M , i.e., e1(x), . . . , en(x) forms an orthonormal basis for TMx for all
x ∈ M . We denote by ω1, . . . , ωn the 1-forms in U dual to e1, . . . , en, i.e.,
satisfying ωi(ej) = δij . Suppose

∇ei =
∑

ωij ⊗ ej .
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It follows from (1.1.6) that ∇ is compatible with g if and only if ωij +ωji = 0.
The torsion is zero if and only if

[ei, ej ] =
∑

(ωjk(ei) − ωik(ej))ek. (1.2.1)

Then (1.1.2) and (1.2.1) imply that

dωk =
∑

ωl ∧ ωlk.

Let cijk, and γijk be the coefficients of [ei, ej ] and ωij respectively, i.e.,

[ei, ej ] =
∑

cijkek,

and
ωij =

∑
γijkωk.

Then we have:

γijk = −γjik, γjki − γikj = cijk.

This system of linear equations for the γijk has a unique solution that is easily
found explicitly; namely

γijk =
1
2
(−cijk + cjki + ckij).

Equivalently, ∇ZX is determined by the following equation:

g(∇ZX, Y ) =
1
2
{g([Y, Z], X) + g([Z, X], Y ) − g([X, Y ], Z)

+ X(g(Y,Z)) + Y (g(Z, X)) − Z(g(X, Y ))}
, (1.2.2)

for all smooth vector field Y on M . So we have:

1.2.2. Theorem. There is a unique connection ∇ on a Riemannian manifold
(M, g) that is torsion free and compatible with g. This connection is called the
Levi-Civita connection of g. If e1, . . . , en is a local orthonormal frame field of
TM and ω1, . . . , ωn is its dual coframe, then the Levi-Civita connection 1-form
ωij of g are characterized by the following “structure equations”:

dωi =
∑

ωj ∧ ωji, ωij + ωji = 0,

or equivalently

dωi =
∑

ωij ∧ ωj , ωij + ωji = 0. (1.2.3)
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1.2.3. Definition. The curvature of the Levi-Civita connection of (M, g) is
called the Riemann tensor of g.

Let ω = (ωij) be the Levi-Civita connection 1-form of g, and Ω = (Ωij)
the Riemann tensor. It follows from (1.1.3) that we have

dω − ω ∧ ω = −Ω. (1.2.4)

This is called the curvature equation. Write

Ωij =
1
2

∑

k �=l

Rijklωk ∧ ωl (1.2.5)

with Rijkl = −Rijlk. It is easily seen that

Rklij = g(K(ei, ej)(ek), el).

Next we will derive the first Bianchi identity. Taking the exterior derivative of
(1.2.3) and using (1.2.4), we get

∑

j

Ωij ∧ ωj =
1
2

∑

j,k,l

Rijklωkωlωj = 0,

which implies the first Bianchi identity

Rijkl + Riklj + Riljk = 0. (1.2.6)

If the dimension of M is 2 and Ω12 = Kω1∧ω2, then K is a well-defined
smooth function on M , called the Gaussian curvature of g. The curvature
equation (1.2.4) gives

dω12 = −Kω1 ∧ ω2.

Let M be a Riemannian n-manifold, E a linear 2-plane of TMp and v1, v2

is an orthonormal basis of E. Then g(K(v1, v2)(v1), v2) is independent of the
choice of v1, v2 and depends only on E; it is called the sectional curvature
K(E) of the 2-plane E with respect to g. In fact K(E) is equal to the Gaussian
curvature of the surface expp(B) at p with induced metric from M , where B
is a small disk centered at the origin in E. The metric g is said to have constant
sectional curvature c if K(E) = c for all two planes. It is easily seen that g
has constant sectional curvature c if and only if

Ωij = c ωi ∧ ωj .
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The metric g has positive sectional curvature if K(E) > 0 for all two planes
E.

The Ricci curvature,

Ric =
∑

rij ωi ⊗ ωj ,

of g is defined by the following contraction of the Riemann tensor Ω:

rij =
∑

k

Rikjk.

The scalar curvature, µ, of g is the trace of the Ricci curvature, i.e.,

µ =
∑

i

rii.

It is easily seen that Ric is a symmetric 2-tensor. We say that Ric is positive,
negative, non-positive, or non-negative if it has the corresponding property as a
quadratic form, e.g, Ric > 0 if Ric(X, X) > 0 for all non-zero tangent vector
X . The metric g is called an Einstein metric, if the Ricci curvature Ric = cg
for some constant c.

The study of constant scalar curvature metrics and Einstein metrics plays
very important role in geometry, partial differential equations and physics, for
example see [Sc1],[KW] and [Be].

1.2.4. Example. Suppose g = A2(x, y)dx2 + B2(x, y)dy2 is a metric on an
open subset U of R2. Set

ω1 = Adx, ω2 = Bdy, ω12 = pω1 + qω2.

Then using the structure equations:

dω1 = ω12 ∧ ω2, dω2 = ω1 ∧ ω12,

we can solve p and q explicitly. Let fx denote ∂f
∂x . We have

ω12 = −Ay

B
dx +

Bx

A
dy,

K =
−1
AB

[(
Ay

B

)

y

+
(

Bx

A

)

x

]

.

1.2.5. Example. Let M = Rn, and g = dx2
1 + . . . + dx2

n the standard
metric. A smooth vector field u of Rn can be identified as a smooth map
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u = (u1, . . . , un) : Rn → Rn. Then the constant vector fields ei(x) =
(0, . . . , 1, . . . , 0) with 1 at the ith place form an orthonormal frame of TRn,
and ωi = dxi are the dual coframe. It is easily seen that ωij = 0 is the solution
of the structure equations (1.2.3). So ∇ei = 0, and the curvature forms are

Ω = −dω + ω ∧ ω = 0.

If u = (u1, . . . , un) is a vector field, then u =
∑

uiei and

∇u =
∑

dui ⊗ ei = (du1, . . . , dun),

i.e., the covariant derivative of the tangent vector field u is the same as the
differential of u as a map.

Exercises.

1. Using the first Bianchi identity and the fact that Rijkl is antisymmetric
with respect to ij and kl, show that Rijkl = Rklij , i.e., if we identify
T ∗M with TM via the metric, then the Riemann tensor Ω is a self-adjoint
operator on

∧2
TM . (Note that if g has positive sectional curvature then

Ω is a positive operator, but the converse is not true.)
2. Show that Ricci curvature tensor is a section of S2(T ∗M), i.e., rij = rji.
3. Suppose (M, g) is a Riemannian 3-manifold. Show that the Ricci curvature

Ric determines the Riemann curvature Ω. In fact since Ric is symmetric,
there exists a local orthonormal frame e1, e2, e3 such that Ric =

∑
λiωi⊗

ωi. Then Rijkl can be solved explicitly in terms of the λi from the linear
system

∑
k Rikjk = λiδij .

4. Let (Mn, g) be a Riemannian manifold with n ≥ 3. Suppose that for
all 2−plane Ex of TMx we have K(Ex) = c(x), depending only on x.
Show that c(x) is a constant, i.e., independent of x.

5. Let G be a Lie group, V a linear space, and ρ : G → GL(V ) a group
homomorphism, i.e., a representation. Then V is called a linear G−space
and we let gv denote ρ(g)(v). A linear subspace V0 of V is G-invariant if
g(V0) ⊆ V0 for all g ∈ G.

(i) Let V1, V2 be linear G-spaces and T : V1 → V2 a linear equivariant
map, i.e., T (gv) = gT (v) for all g ∈ G and v ∈ V1. Show that both
Ker(T ) and Im(T ) are G-invariant linear subspaces.

(ii) If V is a linear G-space given by ρ then the dual V ∗ is a linear G-space
given by ρ∗, where ρ∗(g)(	)(v) = 	(ρ(g−1)(v)).

(iii) Suppose V is an inner product and ρ(G) ⊆ O(V ). If V0 is an invariant
linear subspace of V then V ⊥

0 is also invariant.
(iv) With the same assumption as in (iii), if we identify V ∗ with V via the

inner product then ρ∗ = ρ.
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6. Let M be a smooth (Riemannian) n-manifold, and F (M) (F0(M)) the
bundle of (orthonormal) frames on M , i.e., the fiber F (M)x (F0(M)x)
over x ∈ M is the set of all (orthonormal) bases of TMx.

(i) Show that F (M) is a principal GL(n)-bundle.
(ii) Show that F0(M) is a principal O(n)-bundle,

(iii) Show that the vector bundle associated to the representation ρ = id :
GL(n) → GL(n) is TM .

(iv) Find the GL(n)-representations associated to the tensor bundles of
M , S2TM and

∧p
TM .

7. Let v1, . . . , vn be the standard basis of Rn, and

V ={
∑

xijklvi ⊗ vj ⊗ vk ⊗ vl |
xijkl + xjikl = xijkl + xijlk = xijkl + xiklj + xiljk = 0}.

Let r : V → S2(Rn) be defined by r(x) =
∑

xikjkvi ⊗ vj .
(i) Show that V is an O(n)-invariant linear subspace of ⊗4Rn, and the

Riemann tensor Ω is a section of the vector bundle associated to V .
(ii) Show that r is an O(n)−equivariant map, V = Ker(r) ⊕ S2(Rn)

as O(n)-spaces, and the Ricci tensor is a section of the vector bundle
associated to S2(Rn), i.e., S2TM . The projection of Riemann tensor
Ω onto the vector bundle associated to Ker(r) is called the Weyl tensor
(For detail see [Be]).

(iii) Write down the equivariant projection of V onto Ker(r) explicitly.
(This gives a formula for the Weyl tensor).

8. Let M = Rn and g = a2
1(x) dx2

1 + . . .+a2
n(x) dx2

n. Find the Levi-Civita
connection 1-form of (M, g).

9. Let Hn = {(x1, . . . , xn) | xn > 0}, and g =
(
dx2

1 + . . . + dx2
n

)
/x2

n.
Show that the sectional curvature of (Hn, g) is −1.

1.3. Covariant derivative of tensor fields

Let (M, g) be a Riemannian manifold, and ∇ the Levi-Civita connection
on TM . There is a unique induced connection ∇ on T ∗M by requiring

X(ω(Y )) = (∇Xω)(Y ) + ω(∇XY ). (1.3.1)

Let e1, . . . , en be a local orthonormal frame field on M , and ω1, . . . , ωn its
dual coframe. Suppose

∇ei =
∑

ωij ⊗ ej ,

∇ωi =
∑

τij ⊗ ωj .
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Then (1.3.1) implies that τij = −ωji = ωij , i.e.,

∇ωi =
∑

ωij ⊗ ωj . (1.3.2)

So ∇ can be naturally extended to any tensor bundle T r
s = ⊗rT ∗M ⊗s TM

of type (r,s) as in section 1.1.
For r > 0, s > 0, let Cp

q : T r
s → T r−1

s−1 denote the linear map such that

Cp
q (ωi1 ⊗ . . . ⊗ ωir

⊗ ej1 ⊗ . . . ⊗ ejs
)

= ωi1 ⊗ . . . ωip−1 ⊗ ωip+1 ⊗ . . . ωir ⊗ ej1 ⊗ . . . ejq−1 ⊗ ejq+1 ⊗ . . . ejs .

These linear maps Cp
q are called contractions. If we make the standard identi-

fication of T 1
1 with L(TM, TM), then for t =

∑
tijωi ⊗ ej , we have

C1
1 (t) =

∑
tii = tr(t).

Since T ∗M can be naturally identified with TM via the metric, the contraction
operators are defined for any tensor bundles. For example if t =

∑
tijωi ⊗ωj ,

then C(t) =
∑

tii defines a contraction. The induced connections on the tensor
bundles commute with tensor product and contractions.

In the following we will demonstrate how to compute the covariant deriva-
tives of tensor fields. Let f be a smooth function on M , and

∇f =
∑

fiωi = df. (1.3.3)

Since ∇(df) is a section of T 2
0 , it can be written as a linear combination of

{ωi ⊗ ωj}:

∇(df) =
∑

fijωj ⊗ ωi, (1.3.4)

where ∇ej (df) =
∑

fijωi. Using the product rule, we have

∇(df) =
∑

dfi ⊗ ωi + fi∇ωi

=
∑

i

dfi ⊗ ωi +
∑

i,j

fiωij ⊗ ωj

=
∑

i

dfi ⊗ ωi +
∑

i,m

fmωmi ⊗ ωi.

(1.3.5)

Compare (1.3.4) and (1.3.5), we obtain

∑

j

fijωj = dfi +
∑

m

fmωmi. (1.3.6)
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Taking the exterior derivative of (1.3.3) and using (1.2.3), (1.3.6), we obtain

0 =
∑

dfi ∧ ωi +
∑

fiωij ∧ ωj

=
∑

(
∑

fijωj − fjωji) ∧ ωi +
∑

fiωij ∧ ωj

=
∑

ij

fijωj ∧ ωi,

which implies that fij = fji. So we have

1.3.1. Proposition. If f : M → R is a smooth function then ∇2f is a
smooth section of S2T ∗M .

The Laplacian of f is defined to be the trace of ∇2f , i.e.,

∆f =
∑

i

fii.

Now suppose that u =
∑

uijωi ⊗ωj is a smooth section of ⊗2T ∗M , and

∇u =
∑

uijkωk ⊗ ωi ⊗ ωj ,

where
∇ek

(u) =
∑

uijkωi ⊗ ωj .

Since

∇u =
∑

duij ⊗ ωi ⊗ ωj + uij∇ωi ⊗ ωj + uijωi ⊗∇ωj ,

and (1.3.2), we have

∑

k

uijkωk = duij +
∑

m

uimωmj +
∑

m

umjωmi. (1.3.7)

For example, if u is the metric tensor g, then we have uij = δij and by (1.3.7)
we see that uijk = 0, i.e., ∇g = 0 or g is parallel.

In the following we derive the formula for the covariant derivative of the
Riemann tensor and the second Bianchi identity. Let Ω =

∑
Rijklωi ⊗ ej ⊗

ωk ⊗ ωl be the Riemann tensor of g. Set

∇Ω =
∑

Rijklmωm ⊗ ωi ⊗ ej ⊗ ωk ⊗ ωl,
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where
∇em

Ω =
∑

Rijklmωi ⊗ ej ⊗ ωk ⊗ ωl.

Using an argument similar to the above we find

∑

m

Rijklmωm = dRijkl +
∑

m

Rmjklωmi +
∑

m

Rimklωmj

+
∑

m

Rijmlωmk +
∑

m

Rijkmωml.
(1.3.8)

Taking the exterior derivative of (1.2.4) and using (1.3.8) we have

∑

k,l,m

Rijklmωk ∧ ωl ∧ ωm = 0.

So we obtain the second Bianchi identity :

Rijklm + Rijlmk + Rijmkl = 0. (1.3.9)

Let u be a smooth section of tensor bundle T s
r . Then ∇2u is a section of

T s
r ⊗ T ∗M ⊗ T ∗M . The Laplacian of u, 
u, is the section of T s

r defined by
contracting on the last two indices of ∇2u. For example, if

u =
∑

uijωi ⊗ ωj , ∇2u =
∑

ijkl

ωi ⊗ ωj ⊗ ωk ⊗ ωl,

then (
u)ij =
∑

k uijkk.

Exercises.

1. Let µ,Ric be the scalar and Ricci curvature of g respectively, dµ =∑
µkωk and ∇Ric =

∑
rijkωi ⊗ ωj ⊗ ωk. Show that µk = 2

∑
i riki.

2. Suppose (M, g) is an n-dimensional Riemannian manifold, and its Ricci
curvature Ric satisfies the condition that Ric = fg for some smooth
function f on M . If n > 2, then f must be a constant, i.e., g is Einstein.

3. Let f be a smooth function on M , and∇3f =
∑

fijkωi⊗ωj ⊗ωk. Show
that

fijk = fikj +
∑

m

fmRmijk.

4. Let ϕ : R → R and u : M → R be smooth functions. Show that


(ϕ(u)) = ϕ′(u)
u + ϕ′′(u)‖∇u‖2.
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6. Let (Mn, g) be an orientable Riemannian manifold, f : M → R a smooth
function, and df =

∑
i fiωi. Show that

(i) there is a unique linear operator ∗ :
∧p

T ∗M →
∧n−p

T ∗M such
that

ω ∧ ∗τ = 〈ω, τ〉dv

for all p-forms ω and τ , where dv is the volume form of g.
(ii)

∗df =
∑

i

(−1)i−1fiω1 ∧ . . . ωi−1 ∧ ωi+1 . . . ∧ ωn.

(iii) ∫

M


fdv =
∫

∂M

∗df,

In the following we assume that ∂M = ∅, show that
(iv) ∫

M

f
fdv = −
∫

M

‖∇f‖2dv,

(v) if 
f = λf for some λ ≥ 0 then f is a constant.

1.4. Vector fields and differential equations

A time independent system of ordinary differential equations (ODE) for n
functions α = (α1, . . . , αn) of one real variable t is given by a smooth map
f : U → Rn on an open subset U of Rn. Corresponding to this ODE we have
the following “initial value problem” : Given x0 ∈ U , find α : (−t0, t0) → U
for some t0 > 0 such that

{
α′(t) = f(α(t)),
α(0) = x0.

(1.4.1)

The map f is a local vector field on Rn and the solutions of (1.4.1) are called
the integral curves of the vector field f . As a consequence of the existence and
uniqueness theorem of ODE, we have

1.4.1. Theorem. Suppose M is a compact, smooth manifold, and X is a
smooth vector field on M . Then there exists a unique family of diffeomorphisms
ϕt : M → M for all t ∈ R such that

(i) ϕ0 = id, ϕs+t = ϕs ◦ ϕt,
(ii) let α(t) = ϕt(x0), then α is the unique solution for the ODE system

{
α′(t) = X(α(t)),
α(0) = x0.
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The map t �→ ϕt from the additive group R to the group Diff(M) of the dif-
feomorphisms of M is a group homomorphism, and is called the one-parameter
subgroup of diffeomorphisms generated by the vector field X . Conversely, any
group homomorphism ρ : R → Diff(M) arises this way, namely it is generated
by the vector field X , where

X(x0) =
d

dt

∣
∣
∣
∣
t=0

(ρ(t)(x0)).

In fact, Diff(M) is an infinite dimensional Fréchet Lie group and C∞(TM) is
its Lie algebra.

It follows from Theorem 1.4.1 that if X is a vector field on M such that
X(p) �= 0, then there exists a local coordinate system (U, x), x = (x1, . . . , xn)
around p such that X = ∂

∂x1
. It is obvious that [ ∂

∂xi
, ∂

∂xj
] = 0, for all i, j.

This is also a sufficient condition for any k vector fields being part of coordinate
vector fields, i.e.,

1.4.2. Theorem. Let X1, . . . , Xk be k smooth tangent vector fields on an n-
dimensional manifold M such that X1(x), . . . , Xk(x) are linearly independent
for all x in a neighborhood U of p. Suppose [Xi, Xj ] = 0, ∀ 1 ≤ i < j ≤ k
on U . Then there exist U0 ⊂ U and a coordinate system (x, U0) around p such
that Xi = ∂

∂xi
for all 1 ≤ i ≤ k.

The following first order system of partial differential equations (PDE) for
u,

∂u

∂xi
= Pi(x1, . . . , xn), i = 1, . . . , n, (1.4.2)

is equivalent to τ = du for some u, i.e., τ is an exact 1-form, where

τ =
∑

i

Pi(x1, . . . , xn)dxi.

So by the Poincaré Lemma, (1.4.2) is solvable if and only if τ is closed, i.e.,
dτ = 0, or equivalently

∂Pi

∂xj
=

∂Pj

∂xi
, for all i �= j.

For the more general first order PDE:

∂u

∂xi
= Pi(x1, . . . , xn, u(x)), (1.4.3)



20 Part I Submanifold Theory

the solvability condition is that “the mixed second order partial derivatives
are independent of the order of derivatives”. But to check this condition for a
complicated system can be tedious, and the Frobenius theorem gives a systematic
way to determine whether a system is solvable, that can be stated either in terms
of vector fields or differential forms.

1.4.3. Frobenius Theorem. Let X1, . . . , Xk be k smooth tangent fields
on an n-dimensional manifold M such that X1(x), . . . , Xk(x) are linearly
independent for all x in a neighborhood U of p. Suppose

[Xi, Xj ] =
k∑

l=1

fijlXl, ∀ i �= j, (1.4.4)

on U , for some smooth functions fijl. Then there exist an open neighborhood U0

of p and a local coordinate system (x, U0) such that the span of ∂
∂x1

, . . . , ∂
∂xk

is equal to the span of X1, . . . , Xk.

A rank k distribution E on M is a smooth rank k subbundle of TM . It
is integrable if whenever X, Y ∈ C∞(E), we have [X, Y ] ∈ C∞(E). Given
a rank k distribution, locally there exist k smooth vector fields X1, . . . , Xk

such that Ex is the span of X1(x), . . . , Xk(x). The vector fields X1, . . . , Xk

satisfies condition (1.4.4) if and only if E is integrable. A submanifold N of
M is called an integral submanifold of E, if TNx = Ex for all x ∈ N . Then
Theorem 1.4.3. can be restated as:

1.4.4. Theorem. If E is a smooth, integrable, rank k distribution of M , then
there exists a local coordinate system (x, U) such that

{q ∈ U | xk+1(q) = ck+1, . . . , xn(q) = cn}

are integral submanifolds for E.

The space A of all differential forms is an anti-commutative ring under the
standard addition and the wedge product. An ideal ℘ of A is called d-closed if
d℘ ⊆ ℘. Given a rank k distribution E, locally there also exist (n−k) linearly
independent 1-forms ωk+1, . . . , ωn such that Ex = {u ∈ TMx | ωk+1(x) =
· · · = ωn(x) = 0}. Using (1.1.2), Theorem 1.4.3. can be formulated in terms
of differential forms.

1.4.5. Theorem. Let ω1, . . . , ωm be linearly independent 1-forms on Mn,
and ℘ the ideal in the ring A of differential forms generated by ω1, . . . , ωm.
Suppose ℘ is d-closed. Then given x0 ∈ M there exists a local coordinate
system (x, U) around x0 such that dx1, . . . , dxm generates ℘.
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1.4.6. Corollary. With the same assumption as in Theorem 1.4.5, given
x0 ∈ M , there exists an (n-m)-dimensional submanifold N of M through x0

such that i∗ωj = 0 for all 1 ≤ j ≤ m, where i : N → M is the inclusion.

Let ω1, . . . , ωk be linearly independent 1-forms on Mn, and ℘ the ideal
generated byω1, . . . , ωk. Then locally we can find smooth 1-formsωk+1, . . . , ωn

such that ω1, . . . , ωn are linear independent. We may assume that

dωi =
∑

j<l

fijlωj ∧ ωl,

for some smooth functions fijl. Then it is easily seen that ℘ is d-closed if and
only if one of the following conditions holds:

(i) fijl = 0 if i ≤ k and j, l > k,
(ii) dωi = 0 mod (ω1, . . . , ωk) for all i ≤ k.

1.4.7. Example. In order to solve (1.4.3), we consider the following 1-form
on Rn × R:

ω = dz −
∑

i

P (x, z)dxi.

Let ℘ be the ideal generated by ω. Then the condition that ℘ is d-closed is
equivalent to one of the following:

(i) there exists a 1-form τ such that dω = ω ∧ τ ,
(ii) ω ∧ dω = 0.

If ℘ is integrable then there is a smooth functionf(x, z) such that f(x, z) =
c defines integrable submanifolds of ℘. Since df never vanishes and is propor-
tional to ω, ∂f

∂z �= 0. So it follows from the Implicit Function Theorem that
locally there exists a smooth function u(x) such that f(x, u(x)) = c. So u is a
solution of (1.4.3). In particular, the first order system for g : U → GL(n):

dg = ωg,

is solvable if and only if dω = ω ∧ ω.

Exercises.

1. Let {X1, X2} be a local frame field around p on the surface M . Show
that there exists a local coordinate system (x1, x2) around p such that Xi

is parallel to ∂
∂xi

.



22 Part I Submanifold Theory

1.5. Lie derivative of tensor fields

Let ϕ : M → N be a diffeomorphism. Then the pull back ϕ∗ on vector
fields and 1-forms are defined as follows:

ϕ∗ : C∞(TN) → C∞(TM), ϕ∗(X)p = (dϕp)−1(X(ϕ(p)),

ϕ∗ : C∞(T ∗N) → C∞(T ∗M), ϕ∗(ω)p = ωϕ(p) ◦ dϕp.

Hence ϕ∗ is defined for any tensor fields by requiring that

ϕ∗(t1 ⊗ t2) = ϕ∗(t1) ⊗ ϕ∗(t2),

for any two tensor fields t1 and t2.
Let X be a vector field on M , and ϕt the one-parameter subgroup of M

generated by X . Then the Lie derivative of a tensor field u with respect to X is
defined to be

LXu =
∂

∂t

∣
∣
∣
∣
t=0

(ϕ∗
t u). (1.5.1)

Let T (M) denote the direct sum of all the tensor bundles of M . Then LX is a
linear operator on T (M), that has the following properties (for proof see [KN]
and [Sp]):
(i) If u ∈ C∞(T r

s (M)), then LXu ∈ C∞(T r
s (M)).

(ii) LX commute with the tensor product and contractions, i.e.,

LX(u1 ⊗ u2) = (LXu1) ⊗ u2 + u1 ⊗ (LXu2),

LX(C(u)) = C(LXu),

for any contraction operator C.
(iii) LXf = Xf = df(X), for any smooth function f .
(iv) LXY = [X, Y ], for any vector field Y .

The interior derivative, iX , is the linear operator

iX : C∞
(

p∧
T ∗M

)

→ C∞
(

p−1∧
T ∗M

)

,

defined by

iX(ω)(X1, . . . , Xp−1) = ω(X, X1, . . . , Xp−1).

Then on differential forms we have

LX = iX d + d iX .
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Let (M, g) be a Riemannian manifold, e1, . . . , en a local orthonormal
frame field, and ω1, . . . , ωn its dual coframe. Suppose X =

∑
Xiei, and

∇X =
∑

Xijei ⊗ ωj . Using the fact that LX commutes with contractions,
we can easily show that

(LXωi) =
∑

j

ωij(X)ωj + Xijωj .

So we have
LXg = LX

(∑
ωi ⊗ ωi

)

=
∑

(LXωi) ⊗ ωi + ωi ⊗ (LXωi)

=
∑

ij

(Xij + Xji)ωi ⊗ ωj

. (1.5.2)

A diffeomorphism ϕ : M → M is called an isometry if ϕ∗g = g for all t, or
equivalently dϕx : TMx → TMϕ(x) is a linear isometry for all x ∈ M . If ϕt

is a one-parameter subgroup of isometries of M , and X is its vector field, then
ϕ∗

t g = g and by definition of LXg we have LXg = 0. So by (1.5.2), we have

Xij + Xji = 0.

Any vector field satisfying this condition is called a Killing vector field of M .
Conversely, if X is a Killing vector field on a complete manifold (M, g), then
the 1-parameter subgroup ϕt generated by X consists of isometries.

Exercises.

1. Find all isometries of (Rn, g), where g is the standard metric.
2. If ξ is a Killing vector field and v a smooth tangent vector field on M , then

〈∇vξ, v〉 = 0.
3. Let X be a smooth Killing vector field on the closed Riemannian manifold

M . Show that
(i)

1
2

(‖X‖2) = −Ric(X, X) + ‖∇X‖2.

(ii) ∫

M

Ric(∇X,∇X)dv =
∫

M

‖∇X‖2dv.

(iii) If Ric ≤ 0 (i.e., Ric(X, X) ≤ 0 for all vector field X) then the
dimension of the group of isometries of M is 0.



Chapter 2

Local Geometry of Submanifolds

Given an immersed submanifold Mn of the simply connected space form
Nn+k(c) there are three basic local invariants associated to M : the first and
second fundamental forms and the normal connection. These three invariants
are related by the Gauss, Codazzi and Ricci equations, and they determine the
isometric immersion of M into Nn+k(c) uniquely up to isometries of Nn+k(c).

2.1. Local invariants of submanifolds

Let M be an n-dimensional submanifold of an (n+p)-dimensional Riemannian
manifold (N, g), and ∇̄ the Levi-Civita connection of g. Let TM⊥

x denote the
orthogonal complement of TMx in TNx, and ν(M) the normal bundle of M
in N , i.e., ν(M)x = (TMx)⊥. In this section we will derive the three basic
local invariants of submanifolds: the first and second fundamental forms, the
induced normal connection, and we will derive the equations that relate them.

Let i : M → N denote the inclusion. The first fundamental form, I , of M
is the induced metric i∗g, i.e., the inner product Ix on TMx is the restriction of
the inner product gx to TMx.

Let v ∈ C∞(ν(M)) and let Av : TMx0 → TMx0 denote the linear
map defined by Av(u) = −((∇̄uv)(x0))T , the projection of (∇̄uv)(x0) onto
TMx0 . Since

∇̄u(fv) = df(u)v + f∇̄uv, for f ∈ C∞(M,R),

and df(u)v is a normal vector, we have

Afv(u) = fAv(u).

In particular, if v1, v2 are two normal fields on M such that v1(x0) = v2(x0),
then Av1(u) = Av2(u) for u ∈ TMx0 . So we have associated to each normal
vector v0 ∈ ν(M)x0 a linear operator Av0 on TMx0 , that is called the shape
operator of M in the normal direction v0.

2.1.1. Proposition. The shape operator Av0 : TMx0 → TMx0 is self-
adjoint, i.e., g(Av0(u1), u2) = g(u1, Av0(u2)).

24
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Proof. Let v be a smooth normal field on M defined on a neighborhood
U of x0 such that v(x0) = v0, and Xi smooth tangent vector field on U such
that Xi(x0) = ui. Let 〈 , 〉 denote the inner product gx on TNx. Then

〈Av(X1), X2〉 = −〈(∇̄X1(v))T , X2〉 = −〈(∇̄X1(v)), X2〉
= −X1(〈v, X2〉) + 〈v, ∇̄X1X2〉
= 〈v, ∇̄X1X2〉.

Similarly, we have

〈Av(X2), X1〉 = 〈v, ∇̄X2X1〉,

so
〈Av(X1), X2〉 − 〈Av(X2), X1〉 = 〈v, [X1, X2]〉.

Then the proposition follows from the fact that [X1, X2] is a tangent vector
field.

By identifying T ∗M with TM via the induced metric, the shape operator
Av corresponds to a smooth section of S2(T ∗M) ⊗ ν(M). called the second
fundamental form of M , and denoted by II . Explicitly,

〈II(u1, u2), v〉 = 〈Av(u1), u2〉.

The third invariant of M is the induced normal connection∇ν on ν(M), defined
by (∇ν)u(v) = (∇̄uv)ν , the orthogonal projection of ∇̄uv onto ν(M).

In the following we will write the above local invariants in terms of moving
frames. A local orthonormal frame field e1, . . . , en+p in N is said to be adapted
to M if, when restricted to M , e1, . . . , en are tangent to M . From now on, we
shall agree on the following index ranges:

1 ≤ A, B, C ≤ (n + p), 1 ≤ i, j, k ≤ n, (n + 1) ≤ α, β, γ ≤ (n + p).

Let ω1, . . . , ωn+p be the dual coframe on N . Then the first fundamental form
on M is

I =
∑

i

ωi ⊗ ωi.

The structure equations of N are

dωA =
∑

ωAB ∧ ωB, ωAB + ωBA = 0, (2.1.1)

and the curvature equation is

dωAB =
∑

C

ωAC ∧ ωCB − ΘAB, (2.1.2)
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ΘAB =
1
2

∑

C,D

KABCD ωC ∧ ωD, KABCD = −KABDC ,

where ωAB and ΘAB are the Levi-Civita connection and the Riemann curvature
tensor of g respectively.

For a differential form τ on N , we still use τ to denote i∗τ , where i :
M → N is the inclusion. Restricting ωα to M , i.e., applying i∗ to ωα, we have

ωα = 0. (2.1.3)

Using (2.1.3), and applying i∗ to (2.1.1), we obtain

dωi =
∑

ωij ∧ ωj , ωij + ωji = 0, (2.1.4)

dωα =
∑

ωαi ∧ ωi = 0. (2.1.5)

Note that (2.1.4) implies that the connection 1-form{ωij} is the Levi-Civita
connection ∇ of the induced metric I on M . Set

ωiα =
∑

j

hiαjωj . (2.1.6)

Then (2.1.5) becomes ∑

i,j

hiαjωi ∧ ωj = 0,

which implies that
hiαj = hjαi.

Note that

Aeα(ei) = −(∇̄eieα)T = −
∑

j

ωαj(ei)ej =
∑

j

hiαjej .

So the second fundamental form of M is

II =
∑

i,j,α

hiαjωi ⊗ ωj ⊗ eα

=
∑

i,α

ωiα ⊗ ωi ⊗ eα.

It follows from the definition of the normal connection that

∇ν(eα) =
∑

β

ωαβ ⊗ eβ .
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Restricting the curvature equations (2.1.2) of N to M , we have

dωij =
∑

k

ωik ∧ ωkj +
∑

α

ωiα ∧ ωαj − Θij , (2.1.7)

dωiα =
∑

k

ωik ∧ ωkα +
∑

β

ωiβ ∧ ωβα − Θiα, (2.1.8)

dωαβ =
∑

γ

ωαγ ∧ ωγβ +
∑

i

ωαi ∧ ωiβ − Θαβ . (2.1.9)

Then (2.1.7) and (2.1.9) imply that the Riemann curvature tensor Ω of the
induced metric I and the curvature Ων of the normal connection ∇ν (called the
normal curvature of M ) are:

Ωij =
∑

α

ωiα ∧ ωjα + Θij , (2.1.10)

Ων
αβ =

∑

i

ωiα ∧ ωiβ + Θαβ , (2.1.11)

respectively. Equations (2.1.7)-(2.1.9) are called the Gauss, Codazzi, and Ricci
equations of the submanifold M .

Henceforth we assume that (N, g) has constant sectional curvature c, i.e.,

ΘAB = c ωA ∧ ωB.

So the Gauss, Codazzi and Ricci equations (2.1.7)-(2.1.9) for the submanifold
M are

dωij =
∑

k

ωik ∧ ωkj +
∑

α

ωiα ∧ ωαj − c ωi ∧ ωj , (2.1.12)

dωiα =
∑

k

ωik ∧ ωkα +
∑

β

ωiβ ∧ ωβα, (2.1.13)

dωαβ =
∑

γ

ωαγ ∧ ωγβ +
∑

i

ωαi ∧ ωiβ . (2.1.14)

And (2.1.10) and (2.1.11) become

Ωij =
∑

α

ωiα ∧ ωjα + c ωi ∧ ωj , (2.1.15)

Ων
αβ =

∑

i

ωiα ∧ ωiβ , (2.1.16)
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Let

Ωij =
1
2

∑

k,l

Rijklωk ∧ ωl, with Rijkl + Rijlk = 0,

Ων
αβ =

1
2

∑

k,l

Rν
αβklωk ∧ ωl, with Rν

αβkl + Rν
αβlk = 0.

Using ωiα =
∑

j hiαjωj , we have

Rijkl =
∑

α

(hiαkhjαl − hiαlhjαk) + c(δikδjl − δilδjk), (2.1.17)

Rν
αβkl =

∑

i

(hiαkhiβl − hiαlhiβk.) (2.1.18)

By identifying T ∗M with TM via the induced metric, then the Ricci
equation (2.1.6) becomes Ων

αβ = [Aα, Aβ ]. So we have

2.1.2. Proposition. Suppose (N, g) has constant sectional curvature, and
M is a submanifold of N . Then the normal curvature Ων of M measures the
commutativity of the shape operators. In fact, Ων(u, v) = [Au, Av].

A normal vector field v is parallel if ∇νv = 0. The normal bundle ν(M)
is flat if ∇ν is flat. Then it follows from Proposition 1.1.5 that ν(M) is flat if
one of the following equivalent conditions holds:
(i) The normal curvature Ων is zero.
(ii) Given x0 ∈ M , there exist a neighborhood U of x0 and a parallel normal
frame field on U .

The normal bundle ν(M) is called globally flat if ∇ν is globally flat, or
equivalently, there exists a global parallel normal frame on M .

Since there are connections ∇ on TM and ∇ν on ν(M), there exists a
unique connection ∇ on the vector bundle ⊗2T ∗M ⊗ ν(M) that satisfies the
“product rule”, i.e.,

∇X(θ ⊗ τ ⊗ v) = (∇Xθ) ⊗ τ ⊗ v + θ ⊗ (∇Xτ) ⊗ v + θ ⊗ τ ⊗ (∇Xv).

Set
∇II =

∑

i,j,kα

hiαjkωi ⊗ ωj ⊗ ωk ⊗ eα,

where
∇ek

II =
∑

i,j,k,α

hiαjkωi ⊗ ωj ⊗ eα.
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Using an argument similar to that in section 1.3, we have

∑

k

hiαjkωk = dhiαj +
∑

m

hmαjωmi +
∑

m

hiαmωmj +
∑

β

hiβjωβα.

(2.1.19)
Taking the exterior derivative of (2.1.6), we obtain

dωiα = d




∑

j

hiαjωj





=
∑

j

dhiαjωj +
∑

j,k

hiαjωjk ∧ ωk.

(2.1.20)

By the Codazzi equation (2.1.13), we have

dωiα =
∑

j

ωij ∧ ωjα +
∑

β

ωiβ ∧ ωβα

=
∑

j,k

hjαkωij ∧ ωk +
∑

β,j

hiβjωj ∧ ωβα

=
∑

j




∑

k

hkαjωik −
∑

β

hiβjωβα



 ∧ ωj .

(2.1.21)

Equating (2.1.19) and (2.1.20), we get

∑

j

(dhiαj +
∑

k

{hkαjωki + hiαkωkj} +
∑

β

hiβjωβα) ∧ ωj = 0.

So by (2.1.19), we have

∑

j,k

hiαjkωj ∧ ωk = 0,

i.e., hiαjk = hiαkj . Since hiαj = hjαi, hiαjk = hjαik, so we have

2.1.3. Proposition. Suppose (N, g) has constant sectional curvature c, and
M is an immersed submanifold ofN . Then∇II is a section ofS3T ∗M⊗ν(M),
i.e., hiαjk is symmetric in i, j, k.

Although all our discussion above have been for embedded submanifolds,
they hold equally well for immersions. For, locally an immersion f : M → N
is an embedding, and we can naturally identify TMx � T (f(M))f(x).



30 Part I Submanifold Theory

The principal curvatures of an immersed submanifold M along a normal
vector v are the eigenvalues of the shape operator Av . The mean curvature
vector H of M in N is the trace of II , i.e.,

H =
∑

α

Hαeα, where Hα =
∑

i

hiαi.

The mean curvature vector of an immersion f : M → N is the gradient of the
area functional at f . To be more precise, for any immersion f : M → N , we
let dv(f∗g) be the volume element given by the induced metric f∗g, and define

A(f) =
∫

M

dv(f∗g),

to be the volume of the immersion f . A compact deformation of an immersion
f0 is a smooth family of immersions {ft : M → N} such that there exists a
relatively compact open set U of M with ft|(M \U) = f0|(M \U). Then the
deformation vector field

ξ =
∂ft

∂t

∣
∣
∣
∣
t=0

is a section of f∗
0 (TN) with compact support. It is well-known (cf. Exercise 4

below) that
d

dt

∣
∣
∣
∣
t=0

A(ft) = −
∫

M

〈H, ξ〉 dv0, (2.1.22)

where dv0 is the volume form of f∗
0 g and H is the mean curvature vector of

the immersion f0. The immersion f0 is called a minimal, if its mean curvature
vector H = 0 or equivalently

d

dt

∣
∣
∣
∣
t=0

A(ft) = 0,

for all compact deformations ft. The study of minimal immersions plays a very
important role in differential geometry, for example see [Lw2], [Os], [Ch5] and
[Bb].

Exercises.

1. Let M be the graph of a smooth function u : Rn → R, i.e., M =
{(x, u(x)) | x ∈ Rn}. Find I, II and H for M in Rn+1.

2. Suppose α(s) = (f(s), g(s)) is a smooth curve in the yz−plane, para-
metrized by arc length. Let M be the surface of revolution generated by
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the curve α, i.e., M is the surface of R3 obtained by rotating the curve α
around the z−axis.

(i) Find I, II for M .
(ii) Find a curve α such that M has constant Gaussian curvature.

(iii) Find a curve α such that M has constant mean curvature.
3. Let γ : [0, 	] → Rn be an immersion parametrized by arc length.

(i) If n = 2, then I = ds2 and II = k(s) ds2, where k(s) is the
curvature of the plane curve.

(ii) For generic immersions, show that we can choose an orthonormal
frame field eA on γ such that

ωAB =

{ 0, if |A − B| �= 1;
ki(s) ds, if (A, B) = (i, i + 1);
−ki(s) ds, if (AB) = (i + 1, i),

i.e., (ωAB) is anti-symmetric and tridiagonal. (When n = 3, this
frame eA is the Frenet frame for curves in R3 and k1, k2 are the
curvature and torsion of γ respectively, for more on the theory of
curves see [Ch4], [Do]).

4. Let A denote the area functional for immersions of M into N .
(i) If ϕ : M → M is a diffeomorphism, then A(f ◦ ϕ) = A(f), i.e., A

is invariant under the group of diffeomorphisms of M .
(ii) Show that ∇A(f) has to be a normal field along f .

(iii) It suffices to show (2.1.22) for normal deformations, i.e., we may
assume that ξ is a normal field for the immersion f .

(iv) Prove (2.1.22) for normal deformations.
5. Let M be an immersed submanifold of Rm, p ∈ M , u ∈ TMp and

v ∈ ν(M)p unit vectors. Let E be the plane spanned by u, v, and σ the
curve given by the intersection of M and p + E. Show that 〈II(u, u), v〉
is equal to the curvature the curve σ at p.

6. Let Mn be an immersed submanifold of Nn+k(c).
(i) If we identify T ∗M with TM via the metric then

Ric = HA − A2 + (n − 1)c I,

µ = H2 − ‖II‖2 + cn(n − 1).

(ii) If M is minimal in Rn+k then Ric(M) ≤ 0.
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2.2. Totally umbilic submanifolds

A submanifold M of N is called totally geodesic (t.g.) if its second
fundamental form is identically zero. A smooth curve α of N is called a
geodesic if as a submanifold of N it is totally geodesic. It is easily seen that
if eA is an adapted frame for M then M is t.g. if and only if ωiα = 0 for all
1 ≤ i ≤ n and n + 1 ≤ α ≤ n + p.

2.2.1. Proposition. Let γ be a smooth curve on N . Then the following
statements are equivalent:

(i) γ is a geodesic,
(ii) the tangent vector field γ′ is parallel along γ ,
(iii) the mean curvature of γ as a submanifold of N is zero.

Proof. We may assume that γ(s) is parametrized by its arc length and
e1(γ(s)) = γ′(s). Then γ is a geodesic if and only if ω1i(γ′) = 0 for all
1 < i ≤ n, (ii) is equivalent to

0 = ∇γ′γ′ = (∇e1e1)(γ(s)) =
n∑

i=2

ω1i(γ′(s))ei,

and (iii) gives

H =
∑

i>1

ω1i(γ′)ei = 0.

So these three statements are equivalent.

2.2.2. Proposition. A submanifold M of a Riemannian manifold N is totally
geodesic if and only if every geodesic of M (with respect to the induced metric)
is a geodesic of N .

Proof. The proposition follows from ∇α′α′ = ∇̄α′α′ − (∇̄α′α′)ν ,
and (∇̄α′α′)ν = II(α′, α′).

A Riemannian manifold with constant sectional curvature is called a space
form. We have seen in Example 1.2.5 that Rn with the standard metric has
constant sectional curvature 0. In the following we will describe complete
simply connected space forms with nonzero curvature.

Let g = dx2
1 + . . . + dx2

n+k be the standard metric on Rn+k, and ∇̂ the
Levi-Civita connection of g. Then we have seen in Example 1.2.5 that

∇̂(u) = du,



2. Local Geometry of Submanifolds 33

if we identify C∞(TRn+k) with the space of smooth maps from Rn+k to Rn+k.
Let Mn be a submanifold of (Rn+k, g), and X : M → Rn+k the inclusion
map. Let eA and ωA be as in section 2.1. First note that the differential
dXp : TMp → TNp of the map X at p ∈ M is the inclusion i of TMp

in TNp. Under the natural isomorphism L(TM, TN) � T ∗M ⊗ TN , i
corresponds to

∑
i ωi(p) ⊗ ei(p). Hence we have

dX =
∑

i

ωi ⊗ ei. (2.2.1)

2.2.3. Example. Let Sn denote the unit sphere of Rn+1. Note that the
inclusion map X : Sn → Rn+1 is also the outward unit normal field on Sn, i.e.,
we may choose en+1 = X . The exterior derivative of en+1 gives

den+1 =
∑

ωn+1,i ⊗ ei.

Using (2.2.1), we have
ωi,n+1 = −ωi,

So it follows from the Gauss equation (2.1.15) that Sn has constant sectional
curvature 1. This induced metric of Sn is called the standard metric.

2.2.4. Example. Let Rn,1 denote the Lorentz space (N, g), i.e., N = Rn+1

and g is the non-degenerate metric dx2
1 + . . . + dx2

n − dx2
n+1 of index 1. So

TN is an O(n, 1)− bundle, and results similar to those of section 1.1 and 2.1
can be derived. Let ∇ denote the unique connection TN , that is torsion free
and compatible with g. Let

M = {x ∈ Rn,1 | g(x, x) = −1},

and X : M → Rn,1 denote the inclusion map. Then the induced metric on M
is positive definite, and X is a unit normal field on M , i.e., g(x, v) = 0, for all
v ∈ TMx. Let en+1 = X and e1, . . . , en+1 a local frame field on Rn,1 such
that

g(ei, ej) = εiδij , where ε1 = . . . = εn = −εn+1 = 1.

So e1(x), . . . , en(x) are tangent toM forx ∈ M . Letω1, . . . , ωn+1 be the dual
coframe, i.e., ωA(eB) = δAB . Let ωB

A be the connection 1-form corresponding
to ∇̄, i.e.,

∇̄eA = deA =
∑

B

ωB
A ⊗ eB.

By (1.1.6), we have
εAωB

A + ωA
BεB = 0, and

∇̄ωA = −
∑

B

ωA
B ⊗ ωB.
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Set
ωA = εAωA.

Since en+1 = X , we have

den+1 =
∑

i

ωi
n+1 ⊗ ei = dX =

∑

i

ωi ⊗ ei.

So ωi
n+1 = ωi. By the Gauss equation we have

Ωj
i = −ωn+1

i ∧ ωj
n+1 = −ωn+1

i ∧ ωn+1
j

= −ωi ∧ ωj = −ωi ∧ ωj .

So M has constant sectional curvature −1. From now on we will let Hn denote
M with the induced metric from Rn,1. Hn is also called the hyperbolic n-space.

It is well-known ([KN]) that every simply connected space form of sectional
curvature c is isometric to Rn, Sn, Hn if c = 0, 1, or −1 respectively. We will
let Nn(c) denote these complete, simply connected Riemannian n-manifold
with constant sectional curvature c.

2.2.5. Definition. An immersed hypersurface Mn of the simply connected
space form Nn+1(c) is called totally umbilic if II(x) = f(x)I(x) for some
smooth function f : M → R.

In the following we will give examples of totally umbilic hypersurface of
space forms.

2.2.6. Example. An affine n-plane E of Rn+k is totally geodesic. For we can
choose eα to be a constant orthonormal normal frame on E. Then deα ≡ 0.
So we have II ≡ 0. Let Sn(x0, r) be the sphere of radius r centered at
x0 in Rn+1. Then en+1(x) = (x − x0)/r is a unit normal vector field on
Sn(x0, r), and den+1 = (1/r)

∑
i ωi ⊗ ei. So we have ωi,n+1 = −(1/r)ωi

and II = −(1/r)I , i.e., Sn(x0, r) is totally umbilic, and has constant sectional
curvature 1

r2 .

2.2.7. Example. Let V be an affine hyperplane of Rn+2, v0 a unit normal
vector of V , cos θ the distance from the origin to V , and M = Sn+1∩V . Then
en+1 = − cot θ X + csc θ v0 is a unit normal field to M in Sn+1. Taking the
exterior derivative of en+1, we obtain

den+1 = − cot θ dX = − cot θ
∑

ωi ⊗ ei,

i.e., ωi,n+1 = cot θ ωi and II = cot θ I . So M is totally umbilic in Sn+1

with sectional curvature equal to 1 + cot2 θ = csc2 θ, and M is t.g. in Sn+1,
if cos θ = 0 (or equivalently V is a linear hyperplane).
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2.2.8. Example. Let v0 be a non-zero vector of the Lorentz space Rn+1,1,
and

M = {x ∈ Rn+1,1| 〈x, x〉 = −1, 〈x, v0〉 = a}.
Then

0 = 〈dX, X〉 =
∑

i

〈ei, X〉ωi,

0 = 〈dX, v0〉 =
∑

i

〈ei, v0〉ωi.

So 〈X, ei〉 = 〈v0, ei〉 = 0, which implies that

v0 = −aX + ben+1, (2.2.2)
for some b. Note that

〈v0, v0〉 = −a2 + b2.

Taking the differential of (2.2.2), we have
∑

i(aωi + bωi,n+1)ei = 0. So

aωi + bωi,n+1 = 0. (2.2.3)
(i) If 〈v0, v0〉 = 1, then −a2 + b2 = 1 and we may assume that a =

sinh t0 and b = cosh t0. So (2.2.3) implies that ωi,n+1 = − tanh t0 ωi,
i.e., II = − tanh t0 I , i.e., M is totally umbilic with sectional curvature
−1 + tanh2 t0 = − sech2 t0.

(ii) If 〈v0, v0〉 = 0, then −a2 + b2 = 0, ωi,n+1 = ωi. So II = I , and M is
totally umbilic with sectional curvature 0.

(iii) If 〈v0, v0〉 = −1, then −a2 + b2 = −1 and we may assume that a =
cosh t0, b = sinh t0. Then we have ωi,n+1 = − coth t0, which implies that
II = − coth t0I , i.e., M is totally umbilic with sectional curvature − csch2 t0.

2.2.9. Proposition. Suppose X : Mn → Rn+1 is an immersed, totally
umbilic connected hypersurface, and n > 1. Then

(i) II = c I for some constant c
(ii) X(M) is either contained in a hyperplane, or is contained in a standard

hypersphere of Rn+1.

Proof. Let eA, ωi and ωAB as before. By assumption we have

ωiα = f(x)ωi. (2.2.4)
Taking the exterior derivative of (2.2.4), and using (2.1.4) and (2.1.13), we
obtain

dωiα = df ∧ ωi + f
∑

j

ωij ∧ ωj

=
∑

j

fjωj ∧ ωi + f
∑

j

ωij ∧ ωj

=
∑

j

ωij ∧ ωjα = f
∑

j

ωij ∧ ωj .
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So
∑

j fjωj ∧ ωi = 0, which implies that fj = 0 for all j �= i. Since
n > 1, df = 0, i.e., f = c a constant.

If c = 0, then ωiα = 0. So deα = 0, eα is a constant vector v0, and

d〈X, v0〉 =
∑

i

〈ei, v0〉ωi = 0,

i.e., X(M) is contained in a hyperplane. If c �= 0, then ωiα = c ωi and

d
(
X +

eα

c

)
=

∑

i

(

ωiei −
1
c
ωiα

)

ei = 0.

So X + eα/c is equal to a constant vector x0 ∈ Rn+1, which implies that
‖X − x0‖2 = (1/c)2.

The concept of totally umbilic was generalized to submanifolds in [NR] as
follows:

2.2.10. Definition. An immersed submanifold Mn of the simply connected
space form Nn+k(c) is called totally umbilic if II = ξI , where ξ is a parallel
normal field on M .

2.2.11. Proposition. Let X : Mn → Rn+k be a connected, immersed
totally umbilic submanifold, i.e., II = ξI , where ξ is a parallel normal field on
M . Then either

(i) ξ = 0 and M is contained in an affine n-plane of Rn+k, or
(ii) X + (ξ/a) is a constant vector x0, where a = ‖ξ‖; and M is contained

in a standard n−sphere of Rn+k.

Proof. If ξ = 0, then ωiα = 0 for all i, α. The Ricci equation (2.1.14)
gives dωαβ = ωαγ ∧ ωγβ , which implies that the normal connection is flat. It
follows from Proposition 1.1.5 that there exists a parallel orthonormal normal
frame e∗α. So we may assume that eα are parallel, i.e., ωαβ = 0. This implies
that deα = 0, i.e., the eα are constant vectors. Then

d〈X, eα〉 = 〈dX, eα〉 = 0,

so the 〈X, eα〉 are constant cα, and M is contained in the n−plane defined by
〈X, eα〉 = cα.

If ξ �= 0, then a = ‖ξ‖ is a constant, and we may assume that ξ = aen+1,
∇νen+1 = 0, so

ωi,n+1 = a ωi, ωiα = 0, ωn+1,α = 0, (2.2.5)
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for all α > (n + 1). Then

d
(
X +

en+1

a

)
=

∑

i

(

ωi −
1
a
ωi,n+1

)

ei = 0,

so X + (en+1/a) is a constant vector x0. Using (2.2.5), we have

d(e1 ∧ . . . ∧ en+1) =
∑

i,α>n+1

e1 ∧ . . . ωiαeα ∧ ei+1 . . . ∧ en+1

+
∑

α>n+1

e1 ∧ . . . ∧ en ∧ ωn+1,αeα = 0.

Hence the span of e1(x), . . . , en+1(x) is a fixed (n + 1)−dimensional linear
subspace V of Rn+k for all x ∈ M . But X = x0−en+1/a, so M is contained
in the intersection of the affine (n + 1)−plane x0 + V and the hypersphere of
Rn+k of center x0 and radius 1/a.

Exercises.

1. Prove the analogue of Proposition 2.2.9 for totally umbilic hypersurfaces
of Sn+1 and Hn+1.

2. Prove the analogue of Proposition 2.2.11 for totally umbilic submanifolds
of Sn+1 and Hn+1.

2.3. Fundamental theorem for submanifolds of space forms

Given a submanifold Mn of a complete, simply connected space form, we
have associated to M an orthogonal bundle (the normal bundle ν(M)) with a
compatible connection, and also the first and second fundamental forms of M .
Together these satisfy the Gauss, Codazzi and Ricci equations. In the following,
we will show that these data determine the submanifold up to isometries of of
the space form.

2.3.1. Theorem. Suppose (Mn, g) is a Riemannian manifold, ξ is a smooth
rank k orthogonal vector bundle over M with a compatible connection ∇1,
and A : ξ → S2T ∗M is a vector bundle morphism. Let e1, . . . , en be a
local orthonormal frame field on TM , ω1, . . . , ωn its dual coframe, and ωij
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the corresponding Levi-Civita connection 1-form, i.e., ωij is determined by the
structure equations

dωi =
∑

j

ωij ∧ ωj , ωij + ωji = 0. (2.3.1)

Let en+1, . . . , en+k be an orthonormal local frame field of ξ, and ωαβ is the
o(k)−valued 1-form corresponds to ∇1. Let ωiα be the 1-forms determined by
the vector bundle morphism A:

A(eα) =
∑

i

ωiα ⊗ ωi.

Set ωαi = −ωiα, and suppose ωAB satisfy the Gauss, Codazzi and Ricci
equations:

dωij =
∑

k

ωik ∧ ωkj +
∑

α

ωiα ∧ ωαj , (2.3.2)

dωiα =
∑

k

ωik ∧ ωkα +
∑

β

ωiβ ∧ ωβα, (2.3.3)

dωαβ =
∑

γ

ωαγ ∧ ωγβ +
∑

i

ωαi ∧ ωiβ . (2.3.4)

Then given x0 ∈ M , p0 ∈ Rn+k, and an orthonormal basis v1, . . . , vn+k of
Rn+k, for small enough connected neighborhoodsU ofx0 inM there is a unique
immersion f : U → Rn+k and vector bundle isomorphism η : ξ → ν(M)
such that f(x0) = p0 and v1, . . . , vn are tangent to f(U) at p0, g is the first
fundamental form, A(η(eα)) are the shape operators of the immersion, and ∇1

corresponds to the induced normal connection under the isomorphism η.

Proof. It follows from the definition of ωAB that � = (ωAB) is an
o(n + k)−valued 1-form on M . Then (2.3.2)-(2.3.4) imply that � satisfies
Maurer-Cartan equation:

d� = � ∧ �,

which is the integrability condition for the first order system

dϕ = �ϕ.

So there exist a small neighborhood U of x0 in M and maps eA : U → Rn+k

such that
deA =

∑

B

ωAB ⊗ eB,
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where eA(x0) = vA and {eA(x)} is orthonormal for all x ∈ U . To solve the
system

dX =
∑

i

ωi ⊗ ei,

we prove the right hand side is a closed 1-form as follows:

d

(
∑

i

ωi ⊗ ei

)

=
∑

i

dωi ⊗ ei − ωi ∧
∑

A

ωiA ⊗ eA

=
∑

i

(dωi −
∑

j

ωij ∧ ωj) ⊗ ei −
∑

i,j,α

(ωi ∧ ωiα) ⊗ eα,

=
∑

i

(dωi −
∑

j

ωij ∧ ωj) ⊗ ei −
∑

i,j,α

hiαjωi ∧ ωj ⊗ eα,

(2.3.5)
the structure equations (2.3.1) implies the first term of (2.3.5) is zero and hiαj =
hjαi implies the second term is zero.

2.3.2. Corollary. Let ϕ0 : (M, g) → Rn+k and ϕ1 : (M, g) → Rn+k be
immersions. Suppose that they have the same first, second fundamental forms
and the normal connections. Then there is a unique orthogonal transformation
B and a vector v0 ∈ Rn+k such that ϕ0(x) = B(ϕ1(x)) + v0.

The group Gm of isometries of Rm is the semi-direct product of the or-
thogonal group O(m) and the translation group Rm; gTvg

−1 = Tg(v), where
g ∈ O(m) and Tv is the translation defined by v. So its Lie algebra Gm can be
identified as the Lie subalgebra of gl(m+1) consisting of matrices of the form

(
A v
0 0

)

,

where A ∈ o(m), and v is an m × 1 matrix.
Let M, ωi, ωAB be as in Theorm 2.3.1. Let τ denote the following gl(n+

k + 1)−valued 1-form on M :

τ =
(

� θ
0 0

)

,

where � = (ωAB) is an o(n+k)−valued 1-form, and θ is an (n+k)×1-valued
1-form (ω1, . . . , ωn, 0, . . . , 0)t.

Then τ is a Gn+k−valued 1-form on M . The Gauss, Codazzi and Ricci
equations are equivalent to the Maurer-Cartan equations

dτ = τ ∧ τ.
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Hence there exists a unique map F : U → GL(n+k +1) such that dF = τF ,
the mth row of F (x0) is (vm, 0) for m ≤ (n + k), and the (n + k + 1)st row
of F (x0) is (p0, 1). Then the (n + k + 1)st row is of the form (X, 1),and X
is the immersion of M into Rn+k.

A similar argument will give the fundamental theorem for submanifolds of
the sphere and the hyperbolic space. For Sn+k, we have F : U → O(n+k+1),
and the (n+k+1)st row of F gives the immersion of M into Sn+k. For Hn+k,
we have F : U → O(n + k, 1), and the (n + k + 1)st row of F gives the
immersion of M into Hn+k.

2.3.3. Theorem. Given (M, g), ξ,∇1, A, ωi, ωAB as in Theorem 2.3.1. Let
c denote the integer 0, 1 or −1. Set

τc =
(

� θ
−cθt 0

)

,

where � = (ωAB) is an o(n + k) valued 1-form, and θ is the (n + k) × 1
valued 1-form (ω1, . . . , ωn, 0, . . . , 0)t on M . Then

(i) τc is a Gn+k, o(n + k + 1), or o(n + k, 1)−valued 1-form on M for
c = 0, 1 or −1 respectively.

(ii) If τc satisfies the Maurer-Cartan equations

dτc = τc ∧ τc,

then
(1) the system

dF = τcF (2.3.6)

for the GL(n + k + 1)−valued map F is solvable,
(2) if F is a solution for (2.3.6) and X denotes the (n + k + 1)st row,

then X : M → Nn+k(c) is an isometric immersion such that g, ξ,∇1, A are
the first fundamental form, normal bundle, induced normal connection, and the
shape operators respectively for the immersion X .

(3) The data g, ξ,∇1, A determine the isometric immersions of M into
Nn+k(c) uniquely up to isometries of Nn+k(c).

Exercises.

1. Show that the group of isometries of (Sn, g) is O(n + 1), where g is the
standard metric of Sn.

2. Show that the group of isometries of the hyperbolic space (Hn, g) is
O(n, 1).
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3. Prove Theorem 2.3.3 for Sn+k and Hn+k.
4. Show that the n− 1 smooth functions k1(s), . . . , kn−1(s) obtained in Ex.

3 of section 2.1 determine the curve uniquely up to rigid motions (this is
the classical fundamental theorem for curves in Rn).



Chapter 3

Weingarten Surfaces in three dimensional space forms

In this chapter we will consider smooth, oriented surfaces M in three-
dimensional simply-connected space forms N3(c). Such an M is called a
Weingarten surface if its two principal curvatures λ1, λ2 satisfy a non-trivial
functional relation, e.g., surfaces with constant mean curvature or constant Gaus-
sian curvature. We will use the Gauss and Codazzi equations for surfaces to
derive some basic properties of Weingarten surfaces.

Let X : M → N3(c) be an immersed surface. Using the same notation
as in section 2.1, we have

dX = ω1 ⊗ e1 + ω2 ⊗ e2, (3.0.1)
dω1 = ω12 ∧ ω2, dω2 = ω1 ∧ ω12, (3.0.2)

and the Gauss equation (2.1.12), Codazzi equations (2.1.13) become:

dω12 = −Kω1 ∧ ω2 = −ω13 ∧ ω23 = −(λ1λ2 + c)ω1 ∧ ω2, (3.0.3)
dω13 = ω12 ∧ ω23, dω23 = ω13 ∧ ω12. (3.0.4)

The mean curvature and the Gaussian curvature are given by

H = λ1 + λ2, K = c + λ1λ2.

A point p ∈ M is called an umbilic point if IIp = λIp, i.e., the two
principal curvatures at p are equal. The eigendirections of the shape operator of
M at a non-umbilic point are called the principal directions. Local coordinates
(x, y) on M are called line of curvature coordinates if the vector fields ∂

∂x and
∂
∂y are principal directions. If p ∈ M is not an umbilic point then there is a
neighborhood U of p consisting of only non-umbilic points, and the frame field
given by the unit eigenvectors of the shape operator is smooth and orthonormal.
So it follows form Ex. 1 of section 1.4 that there exist line of curvature coordi-
nates near p. A tangent vector v ∈ TMp is called asymptotic if II(v, v) = 0,
and a coordinate system (x, y) is called asymptotic if ∂

∂x and ∂
∂y are asymptotic.

A local coordinate system on a Riemannian surface is called isothermal
if the metric tensor is of the form f2(dx2 + dy2). It is well-known that on
a Riemannian 2-manifold there always exists isothermal coordinates locally
([Ch2]). If (x, y) and (u, v) are two isothermal coordinate systems on M , then
the coordinate change from z = x + iy to w = u + iv is a complex analytic
function. Hence every two dimensional Riemannian manifold has a natural
complex structure given by the metric.

42
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3.1. Constant mean curvature surfaces in N3(c)

In this section we derive a special coordinate system for surfaces of N3(c)
with constant mean curvature, and obtain some immediate consequences.

3.1.1. Theorem. Let M be an immersed surface in N3(c) with constant
mean curvature H . Suppose p0 ∈ M is not an umbilic point. Then there is a
local coordinate system (u, v) defined on a neighborhood U of p0, which is both
isothermal and a line of curvature coordinate system for M . In fact, if λ1 > λ2

denote the two principal curvatures of M then on U the two fundamental forms
are:

I =
2

(λ1 − λ2)
(du2 + dv2),

II =
2

(λ1 − λ2)
(λ1du2 + λ2dv2).

Proof. We will prove this theorem for H = 0, and the proof for H
being a non-zero constant is similar. We may assume that (x, y) is a line of
curvature coordinate system for M near p0, i.e.,

ω1 = A(x, y)dx, ω2 = B(x, y)dy,

ω13 = λω1 = λAdx, ω23 = −λω2 = −λBdy, (3.1.1)

where λ and −λ are the principal curvatures. We may also assume that λ > 0.
By Example 1.2.4 we have

ω12 =
−Ay

B
dx +

Bx

A
dy. (3.1.2)

Substituting (3.1.1) and (3.1.2) to the Codazzi equations (3.0.4) we obtain

λyA + 2λAy = 0, λxB + 2λBx = 0.

This implies that
(A

√
λ)y = 0, (B

√
λ)x = 0.

So A
√

λ is a function a(x) of x alone, and B
√

λ is a function b(y) of y alone.
Let (u, v) be the coordinate system defined by

du = a(x)dx, dv = b(y)dy.

Then we have

I = A2dx2 + B2dy2 =
1
λ

(du2 + dv2),
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II = λ(A2dx2 − B2dy2) = du2 − dv2.

3.1.2. Proposition. Let U be an open subset of R2 with metric ds2 =
f2(dx2 + dy2), and u : U → R a smooth function. Then

(i) with respect to the dual frame ω1 = fdx and ω2 = fdy, we have

ω12 = −(log f)ydx + (log f)xdy, (3.1.3)

(ii) if u : U → R is a smooth function then


u =
uxx + uyy

f2
, (3.1.4)

where 
 is the Laplacian with respect to ds2,
(iii) the Gaussian curvature K of ds2 is

K = −
(log f) = −(log f)xx + (log f)yy

f2
. (3.1.5)

Proof. (i) follows from Example 1.2.4. To see (ii), note that

du = uxdx + uydy = u1ω1 + u2ω2,

so
u1 = ux/f, u2 = uy/f.

Set ∇2u =
∑

uijωi ⊗ ωj , then by (1.3.6)

du1 + u2ω21 =
∑

i

u1iωi, (3.1.6)

du2 + u1ω12 =
∑

i

u2iωi. (3.1.7)

Comparing coefficients of dx in (3.1.6) and dy in (3.1.7), we obtain

u11f = (ux/f)x + (uyfy/f2),

u22f = (uy/f)y − (uxfx/f2),

which implies that

(
u)f = f11 + f22 = (uxx + uyy)/f2.
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Since dω12 = −Kω1 ∧ ω2, (iii) follows.

As a consequence of the Gauss equation (3.0.3), Theorem 3.1.1 and Propo-
sition 3.1.2 we have

3.1.3. Theorem. Let M be an immersed surface in N3(c) with constant
mean curvature H . Let K be the Gaussian curvature, and
 the Laplacian with
respect to the induced metric on M . Then K satisfies the following equation:


 log(H2 − 4K + 4c) = 4K.

3.1.4. Theorem. If M is an immersed surface of N3(c) with constant mean
curvature H , then the traceless part of the second fundamental form of M , i.e.,
II − H

2 I , is the real part of a holomorphic quadratic differential. In fact, if
z = x1+ix2 is an isothermal coordinate on M and II− H

2 I =
∑

bijdxidxj .
Then

(i) α = b11 − ib12 is analytic,
(ii) II − H

2 I = Re(α(z)dz2).

Proof. We may assume that ω1 = fdx1, ω2 = fdx2, and ωi3 =∑
hijωj . Then we have

ω12 = −(log f)ydx + (log f)xdy,

b11 = −b22 = (h11 −
H

2
)f2,

b12 = h12f
2.

Using (1.3.7), and the fact that h11 −h22 = 2h11 −H , the covariant derivative
of II is given as follows:

dh11 + 2h12ω21 =
∑

h11kωk, (3.1.8)

dh12 + (2h11 − H)ω12 =
∑

h12kωk. (3.1.9)

Equating the coefficient of dx in (3.1.8) and the coefficient of dy in (3.1.9), we
obtain

(h11)x + 2h12
fy

f
= h111f,

(h12)y + (2h11 − H)
fx

f
= h122f.
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Since H is constant and∇ commutes with contractions, we have h11k +h22k =
0. Thus h111 = −h221, which is equal to −h122 by Proposition 2.1.3. So

(h11)x + 2h12
fy

f
= −(h12)y − (2h11 − H)

fx

f
.

It then follows from a direct computation that

(b11)x = (h11)xf2 + 2ffx(h11 − H/2)

= −(h12)yf2 − 2h12ffy = −(b12)y.

Similarly, by equating the coefficient of dy in (3.1.8) and the coefficient of dx
in (3.1.9), we can prove that

(b11)y = (b12)x.

These are Cauchy-Riemann equations for α, so α is an analytic function.

Since the only holomorphic differential on S2 is zero ([Ho]), II− H
2 I = 0

for any immersed sphere in N3(c) with constant mean curvature H , i.e., they
are totally umbilic. Hence we have

3.1.5. Corollary ([Ho]). If S2 is immersed in R3 with non-zero constant
mean curvature H , then S2 is a standard sphere embedded in R3.

3.1.6. Corollary ([Al],[Cb]). If S2 is minimally immersed in S3, then S2 is
an equator (i.e., totally geodesic)

3.1.7. Corollary. If S2 is immersed in S3 with non-zero constant mean
curvature H , then S2 is a standard sphere, which is the intersection of S3 and
an affine hyperplane of R4.

Next we discuss the immersions of closed surfaces with genus greater than
zero in N3(c). Given a minimal surface M in N3(c), we have associated to
it a holomorphic quadratic differential Q, and locally we can find isothermal
coordinate system (x, y) such that Q = α(z)dz2 for some analytic function
α = b11 − ib12, and

I = e2u(dx2 + dy2), II = Re(α(z)dz2). (3.1.10)

Then
ω12 = −uydx + uxdy,
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b11 = h11e
2u, b12 = h12e

2u.

So
det(hij) = −(b2

11 + b2
12)e

−4u = −e−4u |α|2,
and the Gaussian curvature is

K = det(hij) + c. (3.1.11)

The Gauss equation (3.0.3) gives

uxx + uyy = e−2u |α|2 − ce2u, (3.1.12)

and the Codazzi equations are exactly the Cauchy Riemann equations for α. It
follows from the Fundamental Theorem 2.3.3 for surfaces in N3(c), that the
following propositions are valid.

3.1.8. Proposition. Let U be an open subset of the complex plane C, α
an analytic function on U , and u a smooth function, which satisfies equation
(3.1.12). Then there is a minimal immersion defined on an open subset of U
such that its two fundamental forms are given by (3.1.10).

3.1.9. Proposition ([Lw1]). Suppose X : M2 → N3(c) is a minimal
immersion with fundamental forms I, II , and Q is the associated holomorphic
quadratic differential. Then there is a family of minimal immersions Xθ whose
fundamental forms are:

Iθ = I, IIθ = Re(eiθQ),

where θ is a constant.

Let M be a closed complex surface (i.e., a Riemann surface) of genus g.
Then it is well-known that there is a metric ds2 on M , whose induced complex
structure is the given one, and that has constant Gaussian curvature 1, 0, or −1,
for g = 0, g = 1, or g ≥ 1 respectively.

Now we assume that (M,ds2) is a closed surface of genus g ≥ 1 with
constant Gaussian curvature k, and Q is a holomorphic quadratic differential on
M . Suppose z is a local isothermal coordinate system for M , ds2 = f2|dz|2
and Q = α(z)dz2. Then ‖Q‖2 = |α|2f−4 is a well-defined smooth function
on M (i.e., independent of the choice of z), and

k = −
 log f, (3.1.13)

where 
 is the Laplacian of ds2. If M can be minimally immersed in S3 such
that the induced metric is conformal to ds2, and Q is the quadratic differential
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associated to the immersion, then there exists a smooth function ϕ on M such
that the induced metric is

I = e2ϕds2 = f2e2ϕ(dx2 + dy2),

and
K = −e−4ϕ‖Q‖2 + c.

So the conformal equation (1.3.11) implies that ϕ satisfies the following equa-
tion:

1 + 
ϕ = −e2ϕ + ‖Q‖2e−2ϕ, (3.1.14)

for g > 1, or

ϕ = −e2ϕ + ‖Q‖2e−2ϕ, (3.1.15)

for g = 1, where 
 is the Laplacian for the metric ds2. These equations are
the same as the Gauss equation.

If g = 1, then M is a torus, so we may assume that M � R2/Λ, where
Λ is the integer lattice generated by (1, 0), and (r cos θ, r sin θ), ds2 = |dz|2,
and ‖Q‖2 is a constant a. Then equation (3.1.15) become


ϕ = −e2ϕ + ae−2ϕ. (3.1.16)

Let b = 1
4 log a, and u = ϕ − b. Then (3.1.16) becomes


u = −2
√

a sinh(2u).

So one natural question that arises from this discussion is: For what values of r
and θ is there a doubly periodic smooth solution for

uxx + uyy = a sinhu, (3.1.17)

with periods (1, 0), and (r cos θ, r sin θ)?

If g > 1, then there are two open problems that arise naturally from the
above discussion:

(i) Fix one complex structure on a closed surface M with genus g > 1, and
determine the set of quadratic differentials Q on M such that (3.1.14) admits
smooth solutions on M.

(ii) Fix a smooth closed surface M with genus g > 1 and determine the
possible complex structures on M such that the set in (i) is not empty.

However the understanding of the equation (3.1.14) on closed surfaces is
only a small step toward the classification of closed minimal surfaces of S3,
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because a solution of these equations on a closed surface need not give a closed
minimal surface of S3. In the following we will discuss where the difficulties
lie. Suppose u is a doubly periodic solution for (3.1.17), i.e., u is a solution on
a torus. Then the coefficients τ of the first order system of partial differential
equations

dF = τF, (3.1.18)

as in the fundamental theorem 2.2.5 for surfaces in S3, are doubly periodic. But
the solution F need not to be doubly periodic, i.e., such u need not give an
immersed minimal torus of S3. For example, if we assume that u depends only
on x, then (3.1.17) reduces to an ordinary differential equation, u′′ = a sinhu,
which always has periodic solution. But it was proved by Hsiang and Lawson
in [HL] that there are only countably many immersed minimal tori in S3, that
admit an S1-action. If the closed surface M has genus greater than one, then
for a given solution u of (3.1.14), the local solution of the corresponding system
(3.1.18) may not close up to a solution on M (the period problem is more
complicated than for the torus case).

Let (M,ds2) be a closed surface with constant curvature k, and ds̃2 =
e2ϕds2. Suppose (M, ds̃2) is isometrically immersed in N3(c) with constant
mean curvature H , and Q is the associated holomorphic quadratic differential.
Then we have

e−4ϕ‖Q‖2 = −det(hij) + H2/4,

and ϕ satisfies the conformal equation (1.3.11):

−k + 
ϕ = ‖Q‖2e−2ϕ − (H2/4 + c)e2ϕ, (3.1.19)

where 
 is the Laplacian for ds2. Moreover (3.1.19) is the Gauss equation for
the immersion. Note that if X : M → R3 is an immersion with mean curvature
H �= 0 and a is a non-zero constant, then aX is an immersion with mean
curvature H/a and the induced metric on M via aX is conformal to that of X .
So for the study of constant mean curvature surfaces of R3, we may assume that
H = 2. Then (3.1.19) is the same as the above equations for minimal surfaces
of S3. It is known that the only embedded closed surface (no assumption on the
genus) with constant mean curvature in R3 is the standard sphere (for a proof see
[Ho]), and Hopf conjectured that there is no immersed closed surface of genus
bigger than 0 in R3 with non-zero constant mean curvature. Recently Wente
found counter examples for this conjecture, he constructed many immersed tori
of R3 with constant mean curvature ([We]).

Exercises.

1. Suppose (M, g) is a Riemannian surface, and (x, y), (u, v) are local
isothermal coordinates for g defined on U1 and U2 respectively. Then
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the coordinate change from z = x + iy to w = u + iv on U1 ∩ U2 is a
complex analytic function.

3.2. Surfaces of R3 with constant Gaussian curvature

In the classical surface theory, a congruence of lines is an immersion f :
U → Gr, where U is an open subset of R2 and Gr is the Grassman manifold
of all lines in R3 (which need not pass through the origin). We may assume
that f(u, v) is the line passes through p(u, v) and parallel to the unit vector
ξ(u, v) in R3. Let t(u, v) be a smooth function. Then a necessary and sufficient
condition for

X(u, v) = p(u, v) + t(u, v)ξ(u, v)

to be an immersed surface of R3 such that ξ(u, v) is tangent to the surface at
X(u, v) is

det(ξ, Xu, Xv) = 0.

This gives the following quadratic equation in t:

det(ξ, pu + t ξu, pv + t ξv) = 0,

which generically has two distinct roots. So given a congruence of lines there
exist two surfaces M and M∗ such that the lines of the congruence are the
common tangent lines of M and M∗. They are called focal surfaces of the
congruence. There results a mapping 	 : M → M∗ such that the congruence
is given by the line joining P ∈ M to 	(P ) ∈ M∗. This simple construction
plays an important role in the theory of surface transformations.

We rephrase this in more current terminology:

3.2.1. Definition. A line congruence between two surfaces M and M∗ in R3

is a diffeomorphism 	 : M → M∗ such that for each P ∈ M, the line joining P
and P ∗ = 	(P ) is a common tangent line for M and M∗. The line congruence
	 is called pseudo-spherical (p.s.), or a Bäcklund transformation, if

(i) ‖−−→PP ∗‖ = r, a constant independent of P .
(ii) The angle between the normals νP and νP∗ at P and P ∗ is a constant θ

independent of P .

The following theorems were proved over a hundred years ago:

3.2.2. Bäcklund Theorem. Suppose 	 : M → M∗ is a p.s. congruence
in R3 with distance r and angle θ �= 0. Then both M and M∗ have constant
negative Gaussian curvature equal to − sin2 θ

r2 .
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Proof. There exists a local orthonormal frame field e1, e2, e3 on M
such that

−−→
PP ∗ = re1, and e3 is normal to M . Let

e∗1 = −e1,

e∗2 = cos θ e2 + sin θ e3,

e∗3 = − sin θ e2 + cos θ e3.

(3.2.1)

Then {e∗1, e∗2} is an orthonormal frame field for TM∗. If locally M is given by
the immersion X : U → R3, then M∗ is given by

X∗ = X + r e1. (3.2.2)

Taking the exterior derivative of (3.2.2), we get

dX∗ = dX + rde1

= ω1e1 + ω2e2 + r(ω12e2 + ω13e3)
= ω1e1 + (ω2 + rω12)e2 + rω13e3.

(3.2.3)

On the other hand, letting ω∗
1 , ω∗

2 be the dual coframe of e∗1, e
∗
2, we have

dX∗ = ω∗
1e∗1 + ω∗

2e∗2, using(3.2.1)
= −ω∗

1e1 + ω∗
2(cos θ e2 + sin θ e3).

(3.2.4)

Comparing coefficients of e1, e2, e3 in (3.2.3) and (3.2.4), we get

ω∗
1 = −ω1,

cos θ ω∗
2 = ω2 + rω12,

sin θ ω∗
2 = rω13.

(3.2.5)

This gives
ω2 + rω12 = r cot θ ω13. (3.2.6)

In order to compute the curvature, we compute the following 1-forms:

ω∗
13 = 〈de∗1, e

∗
3〉

= −〈de1,− sin θ e2 + cos θ e3〉
= sin θ ω12 − cos θ ω13, using (3.2.6)

= −sin θ

r
ω2,

ω∗
23 = 〈de∗2, e

∗
3〉

= 〈cos θde2 + sin θde3,− sin θe2 + cosθ e3〉
= ω23.

(3.2.7)
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By the Gauss equation (3.0.3), we have

Ω∗
12 = ω∗

13 ∧ ω∗
23, using (3.2.7)

= −sin θ

r
ω2 ∧ ω23

=
sin θ

r
h12ω1 ∧ ω2 =

sin θ

r
ω1 ∧ ω13

= −(
sin θ

r
)2ω∗

1 ∧ ω∗
2 ,

i.e., M∗ has constant curvature −( sin θ
r )2. By symmetry, M also has Gaussian

curvature −( sin θ
r )2.

3.2.3. Integrability Theorem. Let M be an immersed surface of R3 with
constant Gaussian curvature −1, p0 ∈ M , v0 a unit vector in TMp0 , and r, θ
constants such that r = sin θ. Then there exist a neighborhood U of M at p0,
an immersed surface M∗, and a p.s. congruence 	 : U → M∗ such that the
vector joining p0 and p∗0 = 	(p0) is equal to rv0 and θ is the angle between the
normal planes at p0 and p∗0.

Proof. A unit tangent vector field e1 on M determines a local orthonor-
mal frame field e1, e2, e3 such that e3 is normal to M . In order to find the p.s.
congruence, it suffices to find a unit vector field e1 such that the corresponding
frame field satisfies the differential system (3.2.6), i.e.,

τ = ω2 + sin θ ω12 − cos θ ω13 = 0. (3.2.8)

Since the curvature of M is equal to −1, the Gauss equation (3.0.3) implies that

dω12 = ω1 ∧ ω2, ω13 ∧ ω23 = −ω1 ∧ ω2. (3.2.9)

Using (3.2.8) and (3.2.9), we compute directly:

dτ = ω21 ∧ ω1 + sin θ ω1 ∧ ω2 − cos θ ω12 ∧ ω23

= −ω12 ∧ (ω1 + cos θ ω23) + sin θ ω1 ∧ ω2,

≡ 1
sin θ

(− cos θ ω13 + ω2) ∧ (ω1 + cos θ ω23) + sin θ ω1 ∧ ω2, mod τ,

=
1

sin θ
(−1 + cos2 θ + cos θ h12 − cos θ h21)ω1 ∧ ω2 + sin θ ω1 ∧ ω2,

which is 0, because h12 = h21. Then the result follows from the Frobenius
theorem.
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The proof of the following theorem is left as an exercise.

3.2.4. Bianchi’s Permutability Theorem. Let 	1 : M0 → M1 and
	2 : M0 → M2 be p.s. congruences in R3 with angles θ1, θ2 and distance
sin θ1, sin θ2 respectively. If sin θ1 �= sin θ2, then there exist a unique hyper-
bolic surface M3 in R3 and two p.s. congruences 	∗1 : M1 → M3 and 	∗2 :
M2 → M3 with angles θ2, θ1 respectively, such that 	∗1(	1(p)) = 	∗2(	2(p))
for all p ∈ M0. Moreover M3 is obtained by an algebraic method.

Next we will discuss some special coordinates for surfaces immersed in
R3 with constant Gaussian curvature −1, and their relations to the Bäcklund
transformations.

3.2.5. Theorem. Suppose M is an immersed surface of R3 with constant
Gaussian curvature K ≡ −1. Then there exists a local coordinate system (x, y)
such that

I = cos2 ϕ dx2 + sin2 ϕ dy2, (3.2.10)

II = sinϕ cos ϕ(dx2 − dy2), (3.2.11)

and u = 2ϕ satisfies the Sine-Gordon equation (SGE):

uxx − uyy = sin u. (3.2.12)

This coordinate system is called the Tchebyshef curvature coordinate system.

Proof. Since K = −1, there is no umbilic point on M . So we may
assume (p, q) are line of curvature coordinates and λ1 = tanϕ, λ2 = − cot ϕ,
i.e.,

ω1 = A(p, q) dp, ω2 = B(p, q) dq,

ω13 = tan ϕω1 = tan ϕA dp, ω23 = − cot ϕω2 = − cot ϕB dq.

By Example 1.2.4, we have

ω12 =
−Aq

B
dp +

Bp

A
dq.

Substituting the above 1-forms in the Codazzi equations (3.0.4) we obtain

Aq cos ϕ + Aϕq sin ϕ = 0, Bp sinϕ − Bϕp cos ϕ = 0,

which implies that A
cos ϕ is a function a(p) of p alone and B

sin ϕ is a function
b(q) of q alone. Then the new coordinate system (x, y), defined by dx =
a(p) dp, dy = b(q) dq, gives the fundamental forms as in the theorem.
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With respect to the coordinates (x, y) we have

ω12 = ϕy dx + ϕx dy,

and the Gauss equation (3.0.3) becomes

ϕxx − ϕyy = sin ϕ cos ϕ,

i.e., u = 2ϕ is a solution for the Sine-Gordon equation.

Note that the coordinates (s, t), where

x = s + t y = s − t,

are asymptotic coordinates, the angle u between the asymptotic curves, i.e., the
s−curves and t−curves, is equal to 2ϕ, and

I = ds2 + 2 cos u ds dt + dt2, (3.2.13)

II = 2 sinu ds dt. (3.2.14)

(s, t) are called the Tchebyshef coordinates. The Sine-Gordon equation becomes

ust = sinu. (3.2.15)

3.2.6. Hilbert Theorem. There is no isometric immersion of the simply
connected hyperbolic 2-space H2 into R3.

Proof. Suppose H2 can be isometrically immersed in R3. Because
λ1λ2 = −1, there is no umbilic points on H2, and the principal directions gives
a global orthonormal tangent frame field for H2. It follows from the fact that
H2 is simply connected that the line of curvature coordinates (x, y) in Theorem
3.2.5 is defined for all (x, y) ∈ R2, and so is the Tchebyshef coordinates (s, t).
They are global coordinate systems for H2. Then using (3.2.10) and (3.2.12),
the area of the immersed surface can be computed as follows:

∫

R2
ω1 ∧ ω2 =

∫

R2
sinϕ cos ϕ dx ∧ dy

= −
∫

R2
sin(2ϕ) ds ∧ dt = −

∫

R2
2ϕst ds ∧ dt

= − lim
a→∞

∫

Da

2ϕst ds ∧ dt = − lim
a→∞

∫

∂Da

−ϕs ds + ϕt dt,
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where Da is the square in the (s, t) plane with P (−a,−a), Q(a,−a), R(a, a)
and S(−a, a) as vertices, and ∂Da is its boundary. The last line integral can be
easily seen to be

2(ϕ(Q) + ϕ(S) − ϕ(P ) − ϕ(R)).

Since I = cos2 ϕdx2 + sin2 ϕdy2 is the metric on H2, sinϕ and cos ϕ never
vanish. Hence we may assume that the range of ϕ is contained in the interval
(0, π/2), which implies that the area of the immersed surface is less than 4π.
On the other hand, the metric on H2 can also be written as (dx2 + dy2)/y2 for
y > 0 and the area of H2 is

∫ ∞

−∞

∫ ∞

0

1
y

dy dx,

which is infinite, a contradiction.

It follows from the fundamental theorem of surfaces in R3 that there is
a bijective correspondence between the local solutions u of the Sine-Gordon
equation (3.2.12) whose range is contained in the interval (0, π) and the im-
mersed surfaces of R3 with constant Gaussian curvature −1. In fact, using the
same proof as for the Fundamental Theorem, we obtain bijection between the
global solutions u of the Sine-Gordon equation (3.2.12) and the smooth maps
X : R2 → R3 which satisfy the following conditions:

(i) rank X ≥ 1 everywhere,
(ii) if X is of rank 2 in an open set U of R2, then X|U is an immersion with

Gaussian curvature −1.

Theorem 3.2.3 and 3.2.4 give methods of generating new surfaces of R3

with curvature −1 from a given one. So given a solution u of the SGE (3.2.12),
we can use these theorems to obtain a new solution of the SGE by the following
three steps:

(1) Use the fundamental theorem of surfaces to construct a hyperbolic surface
M of R3 with (3.2.10) and (3.2.11) as its fundamental forms with ϕ = u/2.

(2) Solve the first order system (3.2.9) of partial differential equations on M
to get a family of new hyperbolic surfaces Mθ in R3.

(3) On each Mθ, find the Tchebyshef coordinate system, which gives a new
solution uθ for the SGE.

However, the first and third steps in this process may not be easier than
solving SGE. Fortunately, the following theorem shows that these steps are not
necessary.

3.2.7. Theorem. Let 	 : M → M∗ be a p.s. congruence with angle θ
and distance sin θ. Then the Tchebyshef curvature coordinates of M and M∗

correspond under 	.
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Proof. Let (x, y) be the line of curvature coordinates of M as in
Theorem 3.2.5, and ϕ the angle associated to M , i.e.,

I = cos2 ϕ dx2 + sin2 ϕ dy2, II = cos ϕ sinϕ(dx2 − dy2).

Let v1 = 1
cos ϕ

∂
∂x , v2 = 1

sin ϕ
∂
∂y (the principal directions), τ1, τ2 the dual

coframe, and τAB the corresponding connection 1-forms. Then we have

τ1 = cos ϕ dx, τ2 = sinϕ dy,

τ12 = ϕy dx + ϕx dy,

τ13 = tanϕ τ1 = sinϕ dx, τ23 = − cot ϕ τ2 = − cos ϕ dy.

Use the same notation as in the proof of Theorem 3.2.2, and suppose

e1 = cos αv1 + sinαv2, e2 = − sinαv1 + cos αv2, (3.2.16)

where e1 is the congruence direction. We will show that the angle associated to
M∗ is α. It is easily seen that

ω1 = cos α cos ϕ dx + sinα sinϕ dy,

ω2 = − sinα cos ϕ dx + cos α sinϕ dy,

ω13 = 〈de1, e3〉 = cos α sinϕ dx − sin α cos ϕ dy,

ω23 = 〈de2, e3〉 = − sinα sinϕ dx − cos α cos ϕ dy.

Using (3.2.5), the first fundamental forms of M∗ can be computed directly as
follows:

I∗ = (ω∗
1)2 + (ω∗

2)2

= (ω1)2 + (ω13)2

= (cos α cos ϕ dx + sin α sin ϕ dy)2 + (cos α sinϕ dx − sin α cos ϕ dy)2

= cos2 α dx2 + sin2 α dy2.

Similarly,
II∗ = ω∗

1ω∗
13 + ω∗

2ω∗
23

= ω1ω2 + ω13ω23

= cos α sin α(−dx2 + dy2).

Using the same notation as in the proof of Theorem 3.2.7, we have τ12 =
ϕydx+ϕxdy, and ω12 = τ12+dα. Comparing coefficients of dx, dy in (3.2.8),
we get the Bäcklund transformation for the SGE (3.2.12):

{
αx + ϕy = − cot θ cos ϕ sinα + csc θ sinα cos ϕ,
αy + ϕx = − cot θ sinϕ cos α − csc θ cos α sinϕ. (3.2.17)
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The integrability theorem 3.2.3 implies that (3.2.17) is solvable, if ϕ is a solution
for (3.2.12). And Theorem 3.2.7 implies that the solution α for (3.2.17) is also
a solution for (3.2.12).

The classical Bäcklund theory for the SGE played an important role in the
study of soliton theory (see [Lb]). Both the geometric and analytic aspects of
this theory were generalized in [18:39], [Te1] for hyperbolic n-manifolds in
R2n−1.

É. Cartan proved that a small piece of the simply connected hyperbolic
space Hn can be isometrically embedded in R2n−1, and it cannot be locally
isometrically embedded in R2n−2 ([Ca1,2], [Mo]). It is still not known whether
the Hilbert theorem 3.2.6 is valid for n > 2, i.e., whether or not Hn can be
isometrically immersed in R2n−1?

Exercises.

1. Let M be an immersed surface in R3. Two tangent vectors u and v of M at
x are conjugate if II(u, v) = 0. Two curves α and β on M are conjugate
if α′(t) and β′(t) are conjugate vectors for all t. Let 	 : M → M∗ be
a line congruence in R3, e1 and e∗1 denote the common tangent direction
on M and M∗ respectively. Then the integral curves of e∗1 and d	(e1) are
conjugate curves on M∗.

2. Prove Theorem 3.2.4.
3. Let Mi be as in Theorem 3.2.4, and ϕi the angle associated to Mi. Show

that

tan
ϕ3 − ϕ0

2
=

cos θ2 − cos θ1

cos(θ1 − θ2) − 1
tan

ϕ2 − ϕ1

2
.

3.3. Immersed flat tori in S3

Suppose M is an immersed surface in S3 with K = 0. Since K =
1 + det(hij), we have det(hij) = −1. So using a proof similar to that for
Theorem 3.2.5, we obtain the following local results for immersed flat surfaces
in S3.

3.3.1. Theorem. Let M be an immersed surface in S3 with Gaussian
curvature 0. Then locally there exist line of curvature coordinates (x, y) such
that

I = cos2 ϕ dx2 + sin2 ϕ dy2, (3.3.1)

II = sinϕ cos ϕ(dx2 − dy2), (3.3.2)
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where ϕ satisfies the linear wave equation:

ϕxx − ϕyy = 0. (3.3.3)

Let u = 2ϕ, x = s + t, and y = s − t. Then we have

3.3.2. Corollary. Let M be an immersed surface in S3 with Gaussian
curvature 0. Then locally there exist asymptotic coordinates (s, t) (Tchebyshef
coordinates) such that

I = ds2 + 2 cos u dsdt + dt2, (3.3.4)

II = 2 sinu dsdt, (3.3.5)

where u is the angle between the asymptotic curves and

ust = 0, (3.3.6)

Suppose M is an immersed surface of S3 with K = 0. Let eA be the frame
field such that

e1 =
1

cos ϕ

∂

∂x
, e2 =

1
sin ϕ

∂

∂y
, e4 = X,

and e3 normal to M in S3. Using the same notation as in section 2.1, we have

ω1 = cos ϕ dx, ω2 = sinϕ dy, ω12 = ϕy dx + ϕx dy,

ω13 = sinϕ dx, ω23 = − cos ϕ dy,

ω14 = − cos ϕ dx, ω24 = − sinϕ dy, ω34 = 0.

Then
dg = Θg,

where g is the O(4)−valued map whose ith row is ei, and Θ = (ωAB).

Conversely, given a solution ϕ of (3.3.3), let I, II be given as in Theorem
3.3.1. Then (3.3.3) implies that the Gaussian curvature of the metric I is 0.
Moreover, the Gauss and Codazzi equations are satisfied. So by the fundamental
theorem of surfaces in S3 (Theorem 2.2.3), there exists an immersed local
surface in S3 with zero curvature. In fact (see section 2.1), the system for
g : R2 → O(4):

dg = Θg, (3.3.7)
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is solvable, and the fourth row of g gives an immersed surface into S4 with I, II
as fundamental forms.

Similarly, we can also use the Tchebyshef coordinates and the following
frame to write down the immersion equation. Let v1, v2, v3, v4 be the local
orthonormal frame field such that v1 = ∂

∂s , and v3 = e3, v4 = e4. So

v1 = cos ϕ e1 + sinϕ e2, v2 = − sin ϕ e1 + cos ϕ e2.

Let τi be the dual of vi, τAB = 〈dvA, vB〉, and u = 2ϕ. Then we have

τ1 = ds + cos u dt, τ2 = − sinu dt, τ12 = usds,

τ13 = sinu dt, τ23 = −ds + cos u dt,

τ14 = −τ1, τ24 = −τ2,

where u = 2ϕ. The corresponding o(4)−valued 1-form as in the fundamental
theorem of surfaces in S3 is τ = P ds + Qdt, where

P =






0 us 0 −1
−us 0 −1 0
0 1 0 0
1 0 0 0




 ,

Q =






0 0 sinu − cos u
0 0 cos u sinu

− sinu − cos u 0 0
cos u − sinu 0 0




 .

If ust = 0, then the following system for g : R2 → O(4):

dg = τg, (3.3.8)

is solvable, and the fourth row of g gives an immersed surface into S4 with
(3.3.4) (3.3.5) as fundamental forms and K = 0. Note that (3.3.8) can be
rewritten as {

gs =Pg,
gt = Qg.

(3.3.9)

Every solution of (3.3.6) is of the form ξ(s) + η(t), and in the following we
will show that (3.3.9) reduces to two ordinary differential equations.

Identifying R4 with the 2−dimensional complex plane C2 via the map

F (x1, . . . , x4) = (x1 + ix2, ix3 + x4),

we have

P =
(

iξ′ −1
1 0

)

.
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The first equation of (3.3.9) gives a system of ODE:

z′ = iξ′z − w, w′ = z, (3.3.10)

which is equivalent to the second order equation for z : R → C:

z′′ + iξ′ z′ + z = 0. (3.3.11)

Identifying R4 with the C2 via the map

F (x1, . . . , x4) = (x1 + ix2, x3 + ix4),

we have

Q =
(

0 ie−iu

ieiu 0

)

.

And the second equation in (3.3.9) gives a system of ODE:

z′ = ie−iuw, w′ = ieiuz, (3.3.12)

which is equivalent to the second order equation for z : R → C:

z′′ + iη′z′ + z = 0. (3.3.13)

So the study of the flat tori in S3 reduces to the study of the above ODE.

In the following we describe some examples given by Lawson: Let S3 =
{(z, w) ∈ C2 | |z|2 + |w|2 = 1}. then CP1 � S2 is obtained by identifying
(z, w) ∈ S3 with eiθ(z, w), and the quotient map π : S3 → S2 is the Hopf
fibration. If γ = (x, y, z) : S1 → S2 is an immersed closed curve on S2, then
π−1(γ) is an immersed flat torus of S3. In fact, X(σ, θ) = eiθ(x(σ), y(σ) +
iz(σ)) gives a parametrization for the torus. It follows from direct computation
that this torus has curvature zero, the θ−curves are asymptotic, the Tchebyshef
coordinates (s, t) are given by t = σ and s = θ + α(σ) for some function
α, and the corresponding angle u as in the above Corollary depends only on
t. These s−curves are great circles, but the other family of asympotics (the
t−curves) in general need not be closed curves. It is not known whether these
examples are the only flat tori in S3.
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3.4. Bonnet transformations

Let M be an immersed surface in N3(c), and e3 its unit normal vector. The
parallel set Mt of constant distance t to M is defined to be {expx(te3(x)) | x ∈
M}. Note that

expx(tv) =

{
x + tv, if c = 0;
cos t x + sin t v, if c = 1;
cosh t x + sinh t v, if c = −1.

If Mt is an immersed surface, then we call it a parallel surface. The classical
Bonnet transformation is a transformation from a surface in R3 to one of its
parallel sets. Bonnet’s Theorem can be stated as follows:

3.4.1. Theorem. Let X : M2 → R3 be an immersed surface, e3 its unit
normal field, and H, K the mean curvature and Gaussian curvature of M .

(i) If H = a �= 0, and K never vanishes, then the parallel set M1/a (defined
by the map X∗ = X + 1

ae3) is an immersed surface with constant Gaussian
curvature a2.

(ii) If K is a positive constant a2 and suppose that M has no umbilic points,
then its parallel set M1/a is an immersed surface with mean curvature −a.

This theorem is a special case of the following simple result :

3.4.2. Theorem. Let X : M2 → N3(c) be an immersed surface, e3 its
unit normal field, and A the shape operator of M . Then the parallel set M∗ of
constant distance t to M defined by

X∗ = aX + be3 (3.4.1)

is an immersion if and only if (aI − bA) is non-degenerate on M , where
(a, b) = (1, 0) for c = 0, (cos t, sin t) for c = 1, and (cosh t, sinh t) for
c = −1. Moreover, e∗3 = −cbX + ae3 is a unit normal field of M∗, and the
corresponding shape operator is

A∗ = (cb + aA)(a − bA)−1. (3.4.2)

Proof. We will consider only the case c = 0. The other cases are
similar. Let eA be an adapted local frame for the immersed surface M in R3 as
in section 2.3. Taking the differential of (3.4.1), we get

dX∗ = dX + tde3,

=
∑

ωiei − t
∑

hijωiej ,

=
∑

(δij − t hij)ωiej = I − tA

. (3.4.3)
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Hence X∗ is an immersion if and only if (I − tA) is non-degenerate. It also
follows from (3.4.3) that eA is an adapted frame for M∗, and the dual coframe
is ω∗

i =
∑

j(δij − hij)ωj . Moreover, ω∗
i3 = 〈de∗i , e

∗
3〉 = ωi3, so we have

A∗ = A(I − tA)−1. (3.4.4)

3.4.3. Corollary. If M2 is an immersed Weingarten surface in N3(c) then
so is each of its regular parallel surfaces. Conversely, if one of the parallel
surface of M is Weingarten then M is Weingarten.

Let λ1, λ2 be the principal curvatures for the immersed surface M in
N3(c), and λ∗

1, λ
∗
2 the principal curvatures for the parallel surface M∗. Then

(3.4.4) becomes
λ∗

i = (cb + aλi)/(a − bλi).

As consequences of Theorem 3.4.2, we have

3.4.4. Corollary. Suppose X : M2 → S3 has constant Gaussian curvature
K = (1 + r2) > 1, and t = tan−1(1/r). Then

X∗ = cos t X + sin t e3

is a branched immersion with constant mean curvature (1 − r2)/r.

3.4.5. Corollary. Suppose X : M2 → S3 has constant mean curvature
H = r, and t = cot−1(r/2). Then

X∗ = cos t X + sin t e3

is a branched immersion with constant mean curvature −r.

We note that when r = 0 the above corollary says that the unit normal of
a minimal surface M in S3 gives a branched minimal immersion of M in S3.
This was proved by Lawson [Lw1], who called the new minimal surface the
polar variety of M .

3.4.6. Corollary. Suppose X : M2 → H3 has constant Gaussian curvature
K = (−1 + r2) > 2, and t = tanh−1(1/r). Then

X∗ = cosh t X + sinh t e3

is a branched immersion with constant mean curvature (1 + r2)/r.
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3.4.7. Corollary. Suppose X : M2 → H3 has constant mean curvature
H = r, r > 2, and t = tanh−1(2/r). Then

X∗ = cosh t X + sinh t e3

is a branched immersion with constant mean curvature −r.

Exercises.

1. Prove an analogue of Theorem 3.4.2 for immersed hypersurfaces inNn+1(c).
2. Suppose M3 is an immersed, orientable, minimal hypersurface of S4 and

the Gauss-Kronecker (i.e., the determinant of the shape operator) never
vanishes on M . Use the above exercise to show that ±e4 : M3 → S4 is
an immersion, and the induced metric on M has constant scalar curvature
6 ([De]).



Chapter 4

Focal Points

One important method for obtaining information on the topology of an
immersed submanifold Mn of Rn+k is applying Morse theory to the Euclidean
distance functions of M . This is closely related to the focal structure of the
submanifold. In this chapter, we give the definition of focal points and calculate
the gradient and the Hessian of the height and Euclidean distance functions in
terms of the geometry of the submanifolds.

4.1. Height and Euclidean distance functions

In the following we will assume that Mn is an immersed submanifold of Rn+k,
and X is the immersion. For v ∈ Rn+k, we let vTx and vνx denote the
orthogonal projection of v onto TMx and ν(M)x respectively.

4.1.1. Proposition. Let a denote a non-zero fixed vector of Rn+k. and
ha : M → R denote the restriction of the height function of Rn+k to M , i.e.,
ha(x) = 〈x, a〉. Then we have

(i) ∇ha(x) = aTx , by identifying T ∗M with TM ,
(ii) ∇2ha(X) = 〈II(x), a〉, which is equal to Aaνx if we identify ⊗2T ∗M

with L(TM, TM),
(iii) 
ha = 〈H, a〉, where H is the mean curvature vector of M .

Proof. Since dha = 〈dX, a〉 =
∑

ωi〈ei, a〉 =
∑

(ha)iωi, we have
(ha)i = 〈ei, a〉. So ∇ha =

∑
i〈ei, a〉ωi. If we identify T ∗M with TM via

the metric, then ∇ha =
∑

i〈ei, a〉ei = aTx . Using (1.3.6), we have

∑

j

(ha)ijωj = d(〈ei, a〉) +
∑

m

〈em, a〉ωmi.

Since
dei =

∑

j

ωijej +
∑

α

ωiαeα,

we have
(ha)ij = hiαj〈eα, a〉,

which proves (ii), and (iii) follows from the definition of the Laplacian.

64
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4.1.2. Corollary. With the same assumptions as in Proposition 4.1.1,
(i) A point x0 ∈ M is a critical point of ha if and only if a ∈ ν(M)x0 .
(ii) The index of ha at the critical point x0 is the sum of the dimension of the

negative eigenspace of Aa.

4.1.3. Corollary. Let X = (u1, . . . , un+k) : M → Rn+k be an immersion.
Then


X = H,

where 
 is the Laplacian on smooth functions on M given by the induced
metric, and 
X = (
u1, . . . ,
un+k).

4.1.4. Corollary. A closed (i.e., compact without boundary) n-manifold can
not be minimally immersed in Rn+k.

Proof. It follows from Stoke’s theorem that if M is closed and f :
M → R is a smooth function satisfying 
f = 0, then f is a constant (cf.
Exercise 6(iv) of section 1.3). If M is minimal, then 
ha = 0, so X is
constant, contradicting that X is an immersion.

A similar argument as for 4.1.1. gives

4.1.5. Proposition. Let a denote a fixed vector of Rn+k, and fa : M → R
the restriction of the square of the Euclidean distance function of Rn+k to M ,
i.e., fa(x) = ‖x − a‖2. Then we have

(i) ∇fa(x) = 2(x − a)Tx , if we identify T ∗M with TM .
(ii) 1

2∇2fa(x) = I(x)+ 〈II(x), (x− a)〉, and by identifying ⊗2T ∗M with
L(TM, TM), we have ∇2fa(x) = Id − A(a−x)νx ,

(iii) 
fa(x) = n − 〈H, (a − x)〉, where H is the mean curvature vector of
M .

In Part II, Chapter 9, we define the Hessian of a smooth function f at a
critical point x0. Given two smooth vector fields X and Y , X(Y f)(x0) depends
only on the value of X, Y at x0, so it defines a bilinear form Hess(f, x0) on
TMx0 . Moreover, because XY − Y X = [X, Y ] is a tangent vector field and
dfx0 = 0, Hess(f, xo) is a symmetric bilinear form.

4.1.6. Corollary. With the same assumption as in Proposition 4.1.5,
(i) a point x0 ∈ M is a critical point of fa if and only if (a−x0) ∈ ν(M)x0 .
(ii) If x0 is a critical point of f , then Hess(f, x0) = ∇2f(x0).
(iii) The index of fa at the critical point x0 is the sum of the dimension of the

eigenspace Eλ of Aa corresponding to the eigenvalue λ > 1.
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The critical points of ha and fa are closely related to the singular points
of the normal maps and the endpoint maps of M , which are defined as follows:

4.1.7. Definition. The normal map N : ν(M) → Rn+k and the endpoint
map Y : ν(M) → Rn+k of an immersed submanifold M of Rn+k are defined
respectively by N(v) = v, and Y (v) = x + v, for v ∈ ν(M)x.

4.1.8. Proposition. Let M be an immersed submanifold of Rn+k, and N,Y
the normal map and the endpoint map of M respectively. Suppose v ∈ ν(M)x0 ,
and eα is an orthonormal frame field of ν(M) defined on a neighborhood U
of x0, which is parallel at x0 (i.e., ∇νeα(x0) = 0 for all α). Then using the
trivialization ν(M)|U � U × Rk via the frame field eα, we have

(i) dNv(u, z) = (−Av(u), z),
(ii) dYv(u, z) = (I − Av(u), z).

Proof. Let X denote the immersion of M into Rn+k. Then N =∑
α zαeα, and Y = X +

∑
α zαeα. So

dN =
∑

α,i

zαωαi ⊗ ei +
∑

α,β

zαωαβ ⊗ eβ +
∑

α

dzα ⊗ eα,

dY = dX + dN =
∑

i

ωi ⊗ ei + dN.

Then the proposition follows from the fact thateα is parallel atx0, i.e., ωαβ(x0) =
0.

4.1.9. Corollary. With the same assumption as in Proposition 4.1.8. Then
for v ∈ ν(M)x we have

(i) v is a singular point of the normal map N (i.e., the rank of dNv is less
than (n + k)) if and only if Av is singular; in fact the dimension of Ker(dNv)
and Ker Av are equal.

(ii) v is a singular point of the end point map Y if and only if I − Av is
singular; in fact the dimension of Ker(dYv) and Ker(I − Av) are equal.

Let X : M → Sn+k ⊂ Rn+k+1 be an immersion. We may choose a
local orthonormal frame e0, e1, . . . , en+k such that e1, . . . , en are tangent to
M , e0 = X , and en+1, . . . , en+k are normal to M in Sn+k. Then we have

de0 = dX =
∑

i

ωi ⊗ ei,

so ω0i = ωi, and ω0α = 0. Since

dei =
∑

j

ωij ⊗ ej +
∑

α

ωiα ⊗ eα + ωi0 ⊗ e0,
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we have:

4.1.10. Proposition. Let X : M → Sn+k be an immersion, and a ∈ Sn+k.
Then

(i) ∇ha(x) = aTx , by identifying T ∗M with TM ,
(ii) ∇2ha = −ha I + 〈II, a〉, if we identify ⊗2T ∗M with L(TM, TM),

then ∇2ha(x) = −ha I + Aaνx ,
(iii) 
ha = −nha + 〈H, a〉, where H is the mean curvature vector of M in

Sn+k.
(iv) 
X = −nX + H .

4.1.11. Corollary. Let X = (u1, . . . , un+k+1) : Mn → Sn+k be an
isometric immersion. Then M is minimal in Sn+k if and only if 
ui = −nui

for all i, where 
 is the Laplacian with respect to the metric on M .

Let X : Mn → Hn+k ⊆ Rn+k,1 be an isometric immersion, and eA as
above. Since

ω0i = ωi0 = ωi ,

we have

4.1.12. Proposition. Let X : M → Hn+k ⊂ Rn+k,1 be an immersion, and
a ∈ Hn+k. Then

(i) ∇ha(x) = aTx , by identifying T ∗M with TM ,
(ii) ∇2ha = ha I + 〈II, a〉, and if we identify ⊗2T ∗M with L(TM, TM),

then ∇2ha(x) = ha I + Aaνx ,
(iii) 
ha = nha + 〈H, a〉, where H is the mean curvature vector of M in

Hn+k.
(iv) 
X = nX + H .

4.1.13. Corollary. There are no immersed closed minimal submanifolds in
the hyperbolic space Hn.

If M is immersed in Sn+k, then fa = 1+‖a‖2−2ha. If M is immersed in
Hn+k, then fa = −1+‖a‖2−2ha. It follows that for immersed submanifolds
of Sn+k or Hn+k, fa and −ha differ only by a constant.

Exercises.

1. Let f : M → R be a smooth function on the Riemannian manifold M ,
and p a critical point of f . Show that ∇2f(p) = Hess(f)p.
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4.2. The focal points of submanifolds of Rn

Let a ∈ Rn+k, and define fa : M → R by fa(x) = ‖x−a‖2 as in section
4.1. It follows from Proposition 4.1.6 that q is a critical point of fa if and only
if (a − q) ∈ ν(M)q , and the Hessian of fa at a critical point q is I − A(a−q).
Note that I − A(a−q) is also the tangential part of dY(q,a−q), where Y is the
endpoint map. This leads us to the study of focal points ([Mi1]).

4.2.1. Definition. Let X : Mn → Rn+k be an immersion. A point a =
Y (x, e) in the image of the endpoint map Y of M , is called a non-focal point of
M with respect to x if dY(x,e) is an isomorphism. If m = dim(Ker dY(x,e)) >
0, then a is called a focal point of multiplicity m with respect to x. The focal
set Γ of M in Rn+k is the set of all focal points of M .

Note that a is a focal point of M if and only if a is a critical value of the
endpoint map Y , and the focal set Γ of M is the set of all critical values of Y .
It follows from Proposition 4.1.8 that

Γ = {x + e| x ∈ M, e ∈ ν(M)x, and det(I − Ae) = 0}.

4.2.2. Example. LetMn be an immersed hypersurface in Rn+1, andλ1, . . . , λn

the principal curvatures of M with respect to the unit normal field eα. Using
Proposition 4.1.8, we have dY(x,teα) = I − Ateα = I − tAeα . So (x, teα) is
a singular point of Y if and only if

det(dY(x,teα)) =
∏

i

(1 − tλi) = 0.

Therefore Γ∩(x+ν(M)x) is equal to the finite set {x+ 1
λi(x)eα(x)| λi �= 0}.

For example if Mn is the sphere of radius r and centered at a0 in Rn+1, then
Γ = {a0}; and if M = S1 × R ⊆ R3, a right cylinder based on the unit circle,
then Γ = 0 × R.

4.2.3. Example. Let Mn be an immersed submanifold of Rn+k, and {eα} a
local orthonormal normal frame field. Then it follows from Proposition 4.1.8
that

det(dY(x,e)) = det(I −
∑

zαAeα), (4.2.1)

where e =
∑

α zαeα, and Aeα is the shape operator in the normal direction eα.
Note that (4.2.1) is a degree k polynomial with real coefficients, and in general
it can not be decomposed as a product of degree one polynomials. Hence the
focal set Γ of M can be rather complicated.



4. Focal Points 69

4.2.4. Example. Let Mn be an immersed submanifold of Rn+k with flat
normal bundle. It follows from Proposition 2.1.2 that {Ae|e ∈ ν(M)x} is a
family of commuting self-adjoint operators on TMx. So there exist a common
eigendecomposition TMx =

⊕p
i=1 Ei and p linear functionals αi on ν(M)x

such that Ae|Ei = αi(e)idEi . Since ν(M)∗x can be identified as ν(M)x, there
exist vi ∈ ν(N)x such that αi(e) = 〈e, vi〉. So we have

Ae|Ei = 〈e, vi〉idEi
,

det(dYe) = det(I − Ae) =
p∏

i=1

(1 − 〈vi, e〉)mi .

So Γ ∩ νx is the union of p hyperplanes 	i in νx, where νx is the affine normal
plane x + ν(M)x. We call the normal vectors vi the curvature normals and 	i

the focal hyperplanes at x. In general, the focal hyperplanes at x do not have
common intersection points. But if M is contained in a sphere centered at a,
then a ∈ νx and is a focal point of M with respect to x with multiplicities n for
all x ∈ M . Moreover, if k = 2, M is contained in Sn+1 , and λ1, . . . , λn are
the principal curvatures of M as a hypersurface of Sn+1, then let en+1 be the
normal of M in Sn+1, and en+2(x) = x, we have λi,n+1 = λi, λi,n+2 = −1,
and 	i is the line that passes through the origin with slope 1/λi.

4.2.5. Proposition. If Mn is an immersed submanifold of codimension k in
Sn+k with flat normal bundle, then, as an immersed submanifold of codimension
k + 1 in Rn+k+1, Mn also has flat normal bundle.

Proof. Let X : M → Sn+k be the immersion, and {eA} be an
adapted local orthonormal frame for M such that {eα} is parallel with respect
to the induced normal connection of M , i.e., ωαβ = 0. Set e0 = X . Then
{en+1, . . . , en+k, e0} is an orthonormal frame field for the normal bundleν(M)
in Rn+k+1. Since dX =

∑
ωiei,

ωα0 = 0.

This proves that {en+1, . . . , en+k, e0} is a parallel frame field for ν(M).

Since a hypersurface always has flat normal bundle, any hypersurface of
Sn+1 is a codimension 2 submanifold of Rn+2 with flat normal bundle. Propo-
sition 4.2.5 also implies that the study of submanifolds of sphere with flat normal
bundles is included in the study of submanifolds of Euclidean space with flat
normal bundles.

4.2.6. Theorem. Let Mn be an immersed submanifold of Rn+k, q ∈ M ,
e ∈ ν(M)q , and a = Y (q, e) = q + e. Then
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(i) q is a critical point of fa,
(ii) q is a non-degenerate critical point of fa if and only if a is a non-focal

point of M ,
(iii) q is a degenerate critical point of fa with nullity m if and only if a is a

focal point of M with multiplicity m with respect to q,
(iv) Index(fa, q) is equal to the number of focal points of M with respect to

q on the line segment joining q to a, each counted with its multiplicities.

Proof. Suppose Ae has eigenvalues λ1, . . . , λr with multiplicities mi,
and eigenspace Ei. Since Hess(fa, q) = ∇2fa(q) = I − Ae, the negative
space of the Hessian is equal to

⊕
{Ei| λi > 1}. If λi > 1, then 0 < 1/λi < 1

and det(I − Ae/λi
) = 0, which implies that q + (e/λi) is a focal point with

respect to q with multiplicity mi.



Chapter 5

Transformation Groups

The theory of Lie groups of transformations of finite dimensional mani-
folds is a complex, rich, and beautiful one, with many applications to different
branches of mathematics. For a systematic introduction to this subject we refer
the reader to [Br] and [Dv]. Because our interest is in the Riemannian geometry
of Hilbert manifolds, we will concentrate on isometric actions on such mani-
folds. In studying the action of a Lie group G on a finite dimensional manifold
M , it is well known that without the assumption that the group G is compact
or, more generally, that the action is proper (cf. definition below) all sorts of
comparatively pathological behavior can occur. For example, orbits need not
be regularly embedded closed submanifolds, the action may not admit slices,
and invariant Riemannian metrics need not exist. In fact, in the finite dimen-
sional case, properness is both necessary and sufficient for G to be a closed
subgroup of the group of isometries of M with respect to some Riemannian
metric. In infinite dimensions properness is no longer necessary for the latter,
but it is sufficient when coupled with one other condition. This other condi-
tion on an action, defined below as “Fredholm”, is automatically satisfied in
finite dimensions. As we shall see, much of the richness of the classical theory
of compact transformation groups carries over to proper, Fredholm actions on
Hilbert manifolds.

5.1. G-manifolds

A Hilbert manifold M is a differentiable manifold locally modeled on
a separable Hilbert space (V, 〈 , 〉). The foundational work on Hilbert (and
Banach) manifolds was carried out in the 1960’s. The standard theorems of
differential calculus (e.g., the inverse function theorem and the local existence
and uniqueness theorem for ordinary differential equations) remain valid ([La]),
and in [Sm2] Smale showed that one of the basic tools of finite dimensional
differential topology, Sard’s Theorem, could be recovered in infinite dimensions
if one restricted the morphisms to be smooth Fredholm maps.

A Riemannian metric on M is a smooth section g of S2(T ∗M) such that
g(x) is an inner product for TMx equivalent to the inner product 〈 , 〉 on V for
all x ∈ M . Such an (M, g) is called a Riemannian Hilbert manifold. For fixed
vector fields X and Z the right hand side of (1.2.2) defines a continuous linear
functional of TMx. Since TM∗

x is isomorphic to TMx, (1.2.2) defines a unique
element (∇ZX)(x) in TMx, and the argument for a unique compatible, torsion
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free connection for g is valid for infinite dimensional Riemannian manifolds,
so geodesics and the exponential map exp : TM → M can be defined just
as in finite dimensions. A diffeomorphism ϕ : M → M is an isometry if
dϕx : TMx → TMϕ(x) is a linear isometry for all x ∈ M .

5.1.1. Definition. Let M and N be Hilbert manifolds. A smooth map
ϕ : M → N is called an immersion if dϕx is injective and dϕx(TMx) is a
closed linear subspace of TNϕ(x) for all x ∈ M .

If the dimension of N is finite, then dϕx(TMx) is always a closed linear
subspace of TNϕ(x). So this definition agrees with the finite dimensional case.

5.1.2. Definition. A Hilbert Lie group G is a Hilbert manifold with a group
structure such that the map (g1, g2) �→ g1g

−1
2 from G × G → G is smooth.

In this chapter we will always assume that manifolds are Hilbert manifolds
and that Lie groups are Hilbert Lie groups. They can be either of finite or infinite
dimension.

Let G be a Lie group, and M a smooth manifold. A smooth G-action on
M is a smooth map ρ : G × M → M such that

ex = x, (g1g2)x = g1(g2x),

for all x ∈ M and g1, g2 ∈ G. Here e is the identity element of G and
gx = ρ(g, x). This defines a group homomorphism, again denoted by ρ, from
G to the group Diff(M) of diffeomorphisms of M ; namely ρ(g)(x) = gx.
Given a fixed such G-action, we say that G acts on M , or that M is a G-
manifold.

5.1.3. Definition. A G-manifold M with action ρ is
(i) linear, if M is a vector space V and ρ(G) ⊆ GL(V ), i.e., ρ is a linear

representation of G,
(2) affine, if M is an affine space V and ρ(G) is a subgroup of the affine

group of V ,
(3) orthogonal, if M is a Hilbert space V and ρ(G) is a subgroup of the group

of linear isometries of V , i.e., ρ is an orthogonal representation of G,
(4) Riemannian or isometric, if M is a Riemannian manifold and ρ(G) is

included in the group of isometries of M .

5.1.4. Examples.
(1) The natural orthogonal action of SO(n) on Rn given by taking ρ to be the

inclusion of SO(n) into Diff(Rn).
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(2) The Adjoint action of G on G, defined by by Ad(g)(h) = ghg−1.
(3)The adjoint action of G on its Lie algebra G given by g → d(Ad(g))e, the

differential of Ad(g) at the identity e. If G is compact and semi-simple then
the Killing form b is negative definite, and the adjoint action is orthogonal with
respect to the inner product −b.

(4) SO(n) acts on the linear space S of trace zero symmetric n× n matrices
by conjugation, i.e., g · x = gxg−1. This action is orthogonal with respect to
the inner product 〈x, y〉 = tr(xy).

(5) SU(n) acts on the linear space M of Hermitian n×n trace zero matrices
by conjugation. This action is orthogonal with respect to the inner product
〈x, y〉 = tr(xȳ).

The differential of the group homomorphism ρ : G → Diff(M) at the
identity e gives a Lie algebra homomorphism from the Lie algebra G to the Lie
algebra C∞(TM) of Diff(M). We will denote the vector field dρe(ξ) by ξ
again, and identify G as a Lie subalgebra of C∞(TM). In fact, if gt is the
one-parameter subgroup in G generated by ξ then ξ(x) = d

dt |t=0 gtx. If M is
a Riemannian G-manifold, then the vector field ξ is a Killing vector field.

5.1.5. Definition. If M is a G-manifold and x ∈ M then Gx, the G-orbit
through x, and Gx, the isotropy subgroup at x are defined respectively by:

Gx = {gx | g ∈ G},

Gx = {g ∈ G | gx = x}.

The orbit map ωx : G → M is the map g �→ gx. It is constant on Gx

cosets and hence defines a map �x : G/Gx → M that is clearly injective,
with image Gx. Since G/Gx has a smooth quotient manifold structure, this
means that we can (and will) regard each orbit as a smooth manifold by carrying
over the differentiable structure from G/Gx. Since the action is smooth the
orbits are even smoothly “immersed” in M , but it is important to note that
without additional assumptions the orbits will not be regularly embedded in M ,
i.e., the manifold topology that Gx inherits from G/Gx will not in general be
the topology induced from M . Moreover Gx will not in general be closed in
M , and even the tangent space of Gx at x need not be closed in TMx. The
assumptions of properness and Fredholm, defined below, are required to avoid
these unpleasant possibilities.

To prepare for the definition of Fredholm actions we recall the definition of
a Fredholm map between Hilbert manifolds. If V , W are Hilbert spaces, then
a bounded linear map T : V → W is Fredholm if Ker T and Coker T are of
finite dimension. It is then a well-known, easy consequence of the closed graph
theorem that T (V ) is closed in W . If M and N are Hilbert manifolds, then a
differentiable map f : M → N is Fredholm if dfx is Fredholm for all x in M .
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5.1.6. Definition. The G-action on M is called Fredholm if for each x ∈ M
the orbit map ωx : G → M is Fredholm. In this case we also say that M is a
Fredholm G-manifold.

5.1.7. Remark. Clearly any smooth map between finite dimensional mani-
folds is Fredholm, so if G is a finite dimensional Lie group and M is a finite
dimensional G-manifold then the action of G on M is automatically Fredholm.

5.1.8. Proposition. If M is any G manifold, then
(i) Ggx = gGxg−1,
(ii) if Gx ∩ Gy �= ∅, then Gx = Gy,
(iii) T (Gx)x = {ξ(x) | ξ ∈ G}.
(iv) If the action is Fredholm then each isotropy group Gx has finite dimension

and each orbit Gx has finite codimension in M .

Let M/G denote the set of all orbits, and π : M → M/G the orbit map
defined by x �→ Gx. The set M/G equipped with the quotient topology is
called the orbit space of the G-manifold M and will also be denoted by M̃ .
The conjugacy class of a closed subgroup H of G will be denoted by (H) and
is called a G-isotropy type. If Gx is any orbit of a G-manifold M , then the set
of isotropy groups Ggx = gGxg−1 at points of Gx is an isotropy type, called
the isotropy type of the orbit, and two orbits (of possibly different G-manifolds)
are said to be of the same type if they have the same isotropy types.

5.1.9. Definition. Let M and N be G-manifolds. A mapping F : M → N is
equivariant if F (gx) = gF (x) for all (g, x) ∈ G×M . A function f : M → R
is invariant if f(gx) = f(x) for all (g, x) ∈ G × M .

If F : M → N is equivariant, then it is easily seen that F (Gx) =
G(F (x)), and Gx ⊆ GF (x) with equality if and only if F maps Gx one-to-one
onto G(F (x)). It follows that two orbits have the same type if and only if they
are equivariantly diffeomorphic.

5.1.10. Definition. Let M be a G-manifold. An orbit Gx is a principal
orbit if there is a neighborhood U of x such that for all y ∈ U there exists a
G-equivariant map from Gx to Gy (or equivalently there exists g ∈ G such that
Gx ⊆ gGyg−1). (Gx) is a principal isotropy type of M if Gx is a principal
orbit.

A point x is called a regular point if Gx is a principal orbit, and x is called
a singular point if Gx is not a principal orbit. The set of all regular points, and
the set of all singular points of M will be denoted by Mr and Ms respectively.

5.1.11. Definition. Let M be a G-manifold. A submanifold S of M is called
a slice at x if there is a G-invariant open neighborhood U of Gx and a smooth
equivariant retraction r : U → Gx, such that S = r−1(x).
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5.1.12. Proposition. If M is a G-manifold and S is a slice at x, then
(i) x ∈ S and GxS ⊆ S,
(ii) gS ∩ S �= ∅ implies that g ∈ Gx,
(iii) GS = {gs| (g, s) ∈ G × S} is open in M .

Proof. Let r : U → Gx be an equivariant retraction and S = r−1(x).
Then Gy ⊆ Gx for all y ∈ S, hence r|Gy is a submersion. This implies that
x is a regular value of r, so S is a submanifold of M . If y ∈ S and gy ∈ S,
then r(gy) = x = gr(y) = gx, i.e., g ∈ Gx. If g ∈ Gx and s ∈ S, then
r(gs) = gr(s) = gx = x. So we have GxS ⊆ S.

5.1.13. Corollary. If S is a slice at x, then
(1) S is a Gx-manifold,
(2) if y ∈ S, then Gy ⊆ Gx,
(3) if Gx is a principal orbit and Gx is compact, then Gy = Gx for all y ∈ S,

i.e., all nearby orbits of Gx are principal of the same type.
(4) two Gx-orbits Gxs1 and Gxs2 of S are of the same type if and only if the

two G-orbits Gs1 and Gs2 of M are of the same type,
(5) S/Gx = GS/G, which is an open neighborhood of the orbit space M/G

near Gx.

Proof. (1) and (2) follow from the definition of slice. If y ∈ S then
Gy is a closed subgroup of Gx, hence if Gx is compact so is Gy . If Gx is
principal then, by definition, for y near x we also have that Gx is conjugate
to a subgroup of Gy . But if two compact Lie groups are each isomorphic to a
subgroup of the other then they clearly have the same dimension and the same
number of components. It then follows that for y in S we must have Gy = Gx.
Let K = Gx and s ∈ S. Using the condition (ii) of the Proposition we see that
Ks = Gs, and (4) and (5) follow.

Exercises.

1. What are the orbits of the actions in (1), (4) and (5) of Example 5.1.4 ?
2. Find all orbit types of the actions in (1), (4) and (5) of Example 5.1.4.
3. Describe the orbit space of the actions in (1), (4) and (5) of Example 5.1.4.
4. Let S be the SO(n)-space in Example 5.1.4 (4), and Σ the set of all trace

zero n × n real diagonal matrices. Show that:
(i) Σ meets every orbit of S ,

(ii) if x ∈ Σ, then Gx is perpendicular to Σ,
(iii) let Σ0 = {diag(x1, . . . , xn) | x1, . . . , xn are distinct}, and S a

connected component of Σ0. Then S is a slice at x for all x ∈ S.
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5. Let M be the SU(n)-space in Example 5.1.4 (5), and Σ the set of all trace
zero n × n real diagonal matrices. Show that

(i) Σ meets every orbit of M,
(ii) if x ∈ Σ, then Gx is orthogonal to Σ,

(iii) let Σ0 = {diag(x1, . . . , xn) | x1, . . . , xn are distinct}, and S a
connected component of Σ0, then S is a slice at x for all x ∈ S.

6. Describe the orbit space of the action of Example 5.1.4 (3) for G = SU(n)
and G = SO(n).

5.2. Proper actions

5.2.1. Definition. A G-action on M is called proper if gnxn → y and
xn → x imply that gn has a convergent subsequence.

5.2.2. Remark. Either of the following two conditions is necessary and
sufficient for a G-action on M to be proper:

(i) the map from G × M to M × M defined by (g, x) �→ (gx, x) is proper,
(ii) given compact subsets K and L of M , the set {g ∈ G| gK ∩ L �= ∅} is

compact.

5.2.3. Remark. If G is compact then clearly any G-action is proper. Also, if
G acts properly on M , then all the isotropy subgroups Gx are compact.

Next we discuss the relation between proper actions and Riemannian ac-
tions.

5.2.4. Proposition. Let M be a finite dimensional Riemannian G-manifold.
If G is closed in the group of all isometries of M then the action of G on M is
proper.

Proof. Suppose gnxn → y and xn → x in M . Since M is of finite
dimension, there exist compact neighborhoods K and L of x and y such that
xn ∈ K and gnK ⊆ L. Because the gn : M → M are isometries, {gn} is
equicontinuous, and it then follows from Ascoli’s theorem that a subsequence
of {gn} converges uniformly to some isometry g of M . Thus if G is closed in
the group of isometries of M , gn has a convergent subsequence in G.

The above proposition is not true for infinite dimensional Riemannian G-
manifolds. A simple counterexample is the standard orthogonal action on an
infinite dimensional Hilbert space V (the isotropy subgroup at the origin is the
group O(V ), which is not compact). However, if M is a proper Fredholm (PF)
G-manifold, then there exists a G-invariant metric on M , i.e., G acts on M
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isometrically with respect to this metric. In order to prove this fact, we need the
following two theorems. (Although these two theorems were proved in [Pa1]
for proper actions on finite dimensional G-manifolds, they generalize without
difficulty to infinite dimensional PF G-manifolds):

5.2.5. Theorem. If M is a PF G-manifold and {Uα} is a locally finite open
cover consisting of G-invariant open sets, then there exists a smooth partition
of unity {fα} subordinate to {Uα} such that each fα is G-invariant.

Such {fα} is called a G-invariant partition of unity. Roughly speaking, it
is a partition of unity subordinate to the open cover {Ũα} of the orbit space M̃ .

5.2.6. Theorem. If M is a PF G-manifold, then given any x ∈ M there
exists a slice at x.

5.2.7. Theorem. If M is a PF G-manifold, then there exists a G-invariant
metric on M , i.e., the G-action on M is isometric with respect to this metric.

Proof. Using Theorem 5.2.6, given any x ∈ M there exists a slice Sx

at x. Then {Ux = GSx | x ∈ M} is a G-invariant open cover of M . So we
may assume that there exists a locally finite G-invariant open cover {Uα} such
that Uα = GSα and Sα is the slice at xα. Let {fα} be a G-invariant partition
of unity subordinate to {Uα}.

Since Gxα is compact, by the averaging method we can obtain an orthog-
onal structure bα on TM |Sα, which is Gxα

-invariant. Extend bα to TM |Uα

by requiring that bα(gs)(dgs(u1), dgs(u2)) = bα(s)(u1, u2) for g ∈ G and
s ∈ Sα. This is well-defined because bα is Gxα

- invariant. Then b =
∑

fαbα

is a G-invariant metric on M .

As a consequence of Proposition 5.2.4 and Theorem 5.2.7 we see that a finite
dimensional G-manifold M is proper if and only if there exists a Riemannian
metric on M such that G is a closed subgroup of Iso(M).

5.3. Coxeter groups

In this sections we will review some of the standard results concerning
Coxeter groups. For details see [BG] and [Bu].

Coxeter groups can be defined either algebraically, in terms of generators
and relations, or else geometrically. We will use the geometric definition. In
the following we will use the term hyperplane to mean a translate 	 of a linear
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subspace of codimension one in some Rk, and we let R	 denote the reflection
in the hyperplane 	. Given a constant vector v ∈ Rk, we let Tv : Rk → Rk

denote the translation given by v, i.e., Tv(x) = x+ v. Recall that any isometry
ϕ of Rk is of the form ϕ(x) = g(x) + v0 (i.e., the composition of Tv0 and g)
for some g ∈ O(k) and v0 ∈ Rk.

5.3.1. Definition. Let {	i | i ∈ I} be a family of hyperplanes in Rk. A
subgroup W of Iso(Rk) generated by reflections {R	i

| i ∈ I} is a Coxeter
group if the topology induced on W from Iso(Rn) is discrete and the W -action
on Rk is proper. An infinite Coxeter group is also called an affine Weyl group.

5.3.2. Definition. Let W be a subgroup of Iso(Rk) generated by reflections.
A hyperplane 	 of Rk is called a reflection hyperplane of W if the reflection
R	 is an element of W . A unit normal vector to a reflection hyperplane of W
is called a root of W .

5.3.3. Definition. A family H of hyperplanes in Rk is locally finite if given
any x ∈ Rk there exists a neighborhood U of x such that {	 | 	∩U �= ∅, 	 ∈ H}
is finite.

5.3.4. Definition. Let H = {	i | i ∈ I} be a family of hyperplanes in Rk, and
vi a unit vector normal to 	i. The rank of H is defined to be the maximal number
of independent vectors in {vi | i ∈ I}. If W is the Coxeter group generated by
{R	 | 	 ∈ H}, then the rank of W is defined to be the rank of H.

5.3.5. Proposition. Suppose H is a locally finite family of hyperplanes
in Rk with rank m < k. Then there exists an m-dimensional plane E in Rk

such that the subgroup of Iso(Rk) generated by {R	 | 	 ∈ H} is isomorphic
to the subgroup of Iso(E) generated by reflections of E in the hyperplanes
{	 ∩ E|	 ∈ H}, the isomorphism being given by g �→ g|E.

Thus, without loss of generality, we may assume that a rank k Coxeter
group is a subgroup of Iso(Rk).

5.3.6. Theorem [Te5]. Let W the subgroup of Iso(Rk) generated by a set of
reflections {Ri| i ∈ I}, and let H denote the set of all reflection hyperplanes of
W . Then W is a Coxeter group if and only if H is locally finite.

5.3.7. Corollary. Let W be a subgroup of Iso(Rk) generated by a set of
reflections {Ri| i ∈ I}, and H the set of reflection hyperplanes of W . Suppose
that H is locally finite and rank(H) = k. Then

(i) W is a Coxeter group of rank k,
(ii) W permutes the hyperplanes in H,
(iii) if H has finitely many hyperplanes, then W is a finite group and

⋂
{	| 	 ∈

H} = {xo} is a point,
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(iv) if H has infinitely many hyperplanes, then W is an infinite group.

5.3.8. Theorem. Let W be a rank k Coxeter group on Rk, and H the set of
reflection hyperplanes of W . Let U be a connected component of Rk\

⋃
{	i | i ∈

I}, and Ū the closure of U . Then
(i) Ū is a fundamental domain of W , i.e., each W -orbit meets Ū at exactly

one point, and Ū is called a Weyl chamber of W ,
(ii) Ū is a simplicial cone if W is finite, and Ū is a simplex if W is infinite.

5.3.9. Theorem. Let W be a rank k finite Coxeter group on Rk, and Ū a
Weyl chamber of W . Then there are k reflection hyperplanes 	1, . . . , 	k of W
such that

(i)
⋂
{	i | 1 ≤ i ≤ k} = {x0}, is one point,

(ii) the boundary of Ū is contained in
⋃
{	i | 1 ≤ i ≤ k},

(iii) W is generated by reflections {R	i
| 1 ≤ i ≤ k},

(iv) there exist unit vectors vi normal to 	i such that

Ū = {x ∈ Rk| 〈x, vi〉 ≥ 0 for all 1 ≤ i ≤ k},

and {v1, . . . , vk} is called a simple root system of W .

5.3.10. Theorem. Let W be a rank k infinite Coxeter group on Rk, and Ū a
Weyl chamber of W . Then there are k + 1 reflection hyperplanes 	1, . . . , 	k+1

of W such that
(i)

⋂
{	i | 1 ≤ i ≤ k + 1} = ∅,

(ii) the boundary of Ū is contained in
⋃
{	i | 1 ≤ i ≤ k + 1},

(iii) W is generated by reflections {R	i
| 1 ≤ i ≤ k + 1},

(iv) there exist unit vectors vi normal to 	i such that

Ū = {x ∈ Rk| 〈x, vi〉 ≥ 0 for all 1 ≤ i ≤ k + 1},
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and {v1, . . . , vk+1} is called a simple root system for W ,
(v) if Q = {v ∈ Rk| Tv ∈ W} is the subgroup of translations in W , then W

is the semi-direct product of Wp and Q, where p is a vertex of Ū and Wp is the
isotropy subgroup of W at p.

5.3.11. Definition. A rank k Coxeter group W on Rk is called crystallo-
graphic, if there is a rank k integer lattice Γ which is invariant under W . A
finite crystallographic group is also called a Weyl group.

5.3.12. Theorem. Let W be a Coxeter group generated by reflections
in affine hyperplanes {	i | i ∈ I0}. Then W is crystallographic if and only
if the angles between any 	i and 	j is π/p, for some p ∈ {1, 2, 3, 4, 6}, or
equivalently, if and only if the order mij of R	i

◦R	j
, i �= j is either infinite or

is equal to 2, 3, 4 or 6.

Note that if, for i = 1, 2, Wi is a Coxeter group on Rki , then W1 ×W2 is
a Coxeter group on Rk1+k2 .

5.3.13. Definition. A Coxeter group W on Rk is irreducible if it cannot be
written as a product two Coxeter groups.

5.3.14. Theorem. Every Coxeter group can be written as the direct product
of finitely many irreducible Coxeter groups.

Let W be a finite Coxeter group of rank k, {v1, . . . , vk} a system of simple
roots, Ri the reflection along vi, and mij the order of Ri ◦ Rj . The Coxeter
graph associated to W is a graph with k vertices with the ith and jth vertices
joined by a line (called a branch) with a mark mij if mij > 2 and is not joined
by a branch if mij = 2. As a matter of convenience we shall usually suppress
the label on any branch for which mij = 3. The Dynkin diagram is a Coxeter
graph with the further restriction that mij = 2, 3, 4, 6 or ∞, in which branches
marked with 4 are replaced by double branches and branches marked with 6 are
replaced by triple branches. Similarly, we associate to an infinite Coxeter group
of rank k a graph of k + 1 vertices.
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5.3.15. Theorem.
(1) A Coxeter group is irreducible if and only if its Coxeter graph is connected.
(2) If the Coxeter graph of W1 and W2 are the same then W1 is isomorphic

to W2.
(3) If W is isomorphic to the product of irreducible Coxeter groups W1 ×

. . . × Wr and Di is the Coxeter graph for Wi, then the Coxeter graph of W is
the disjoint union of D1, . . . , Dr.

Therefore the classification of Coxeter graphs gives the classifications of
Coxeter groups.

5.3.16. Theorem. If W is an irreducible finite Coxeter group of rank k, then
its Coxeter graph must be one of the following:

Ak ◦ ◦ · · · ◦ ◦

Bk ◦ ◦ · · · ◦ ◦4

Dk ◦ ◦ · · · ◦

◦

◦ ◦

Ek ◦ ◦ · · ·

◦

◦ ◦ ◦ k=6,7,8

F4 ◦ ◦ ◦ ◦4

G2 ◦ ◦6

Hn
2 ◦ ◦n

(n=5 or n>6)

I3 ◦ ◦ ◦5

I4 ◦ ◦ ◦ ◦5

5.3.17. Corollary. If W is a rank k finite Weyl group, then its Dynkin
diagram must be one of the following:

Ak ◦ ◦ · · · ◦ ◦

Bk ◦ ◦ · · · ◦ ◦
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Dk ◦ ◦ · · · ◦

◦

◦ ◦

Ek ◦ ◦ · · ·

◦

◦ ◦ ◦ k=6,7,8

F4 ◦ ◦ ◦ ◦

G2 ◦ ◦

5.3.18. Theorem. If W is an irreducible infinite Coxeter group of rank k,
then its Dynkin diagram must be one of the following:

Ã1 ◦ ◦∞

Ãk ◦ ◦ · · · ◦ ◦
◦

B̃2 ◦ ◦ ◦

B̃k ◦

◦

◦ ◦ · · · ◦ ◦

C̃k ◦ ◦ ◦ · · · ◦ ◦ ◦

D̃k ◦

◦

◦ ◦ · · · ◦

◦

◦ ◦

Ẽ6 ◦ ◦

◦

◦◦

◦ ◦ ◦

Ẽ7 ◦ ◦ ◦

◦

◦ ◦ ◦ ◦

Ẽ8 ◦ ◦

◦

◦ ◦ ◦ ◦ ◦ ◦

F̃4 ◦ ◦ ◦ ◦ ◦
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G̃2 ◦ ◦ ◦

5.3.19. Chevalley Theorem. Let W be a finite Coxeter group of rank k on
Rk. Then there exist k W -invariant polynomials u1, . . . , uk such that the ring
of W -invariant polynomials on Rk is the polynomial ring R[u1, . . . , uk].

Exercises.

1. Classify rank 1 and 2 Coxeter groups directly by analytic geometry and
standard group theory.

2. Suppose W is a rank 3 finite Coxeter group on R3.
(i) Show that W leaves S2 invariant,

(ii) Describe the fundamental domain of W on S2 for W = A3, B3.

5.4. Riemannian G-manifolds

Let M be a Riemannian Hilbert manifold. Recall that a smooth curve α is a
geodesic if ∇α′α′ = 0. Let expp : TMp → M denote the exponential map at
p. That is, expp(v) = α(1), where α is the unique geodesic with α(0) = p and
α′(0) = v. Then expp(0) = p and d(expp)0 = id. It follows that for r > 0
sufficiently small the restriction ϕ of expp to the ball Br(0) of radius r about
the origin of TMp is a diffeomorphism of Br(0) onto a neighborhood of p in
M . Then ϕ is called a geodesic coordinate system for M at p. The supremum
of all such r is called the injectivity radius of M at p. If ϕ : M → M is an
isometry and σ is a geodesic, then ϕ(σ) is also a geodesic. In particular we
have

5.4.1. Proposition. If M is a Riemannian Hilbert manifold and ϕ : M → M
is an isometry, then

ϕ(expp(tv)) = expϕ(p)(t dϕp(v)),

for p ∈ M , and v ∈ TMp. In particular, if ϕ(p0) = p0 then in geodesic
coordinates near p0, ϕ is linear.

5.4.2. Corollary. If M is a Riemannian Hilbert manifold and ϕ : M → M
is an isometry, then the fixed point set of ϕ:

F = {x ∈ M | ϕ(x) = x}
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is a totally geodesic submanifold of M .

Proof. This follows from the fact that TFx is the eigenspace of the
linear map dϕx with respect to the eigenvalue 1.

In section 5.2 we used the existence of slices for PF G-manifolds to prove
the existence of G-invariant metrics. We will now see that conversely the
existence of slices for PF Riemannian actions is easy.

Let N be an embedded closed submanifold of a Riemannian manifold M .
For r > 0 we let Sr(x) = {expx(u)| x ∈ N, u ∈ ν(N)x, ‖u‖ < r},
and νr(N) = {u ∈ ν(N)x | x ∈ N, ‖u‖ < r}. If exp maps νr(N)
diffeomorphically onto the open subset Ur = exp(νr(N)), then Ur is called a
tubular neighborhood of N . Suppose M is a PF Riemannian G-manifold and
N = Gp. Then there exists an r > 0 such that expp is diffeomorphic on the
r-ball Br of TMp and expp(Br)∩N has only one component (or, equivalently,
dM (p, N \ expp(Br)) ≥ r). Then Ur/2 is a tubular neighborhood of N = Gp
in M .

5.4.3. Proposition. Let M be a Riemannian PF G-manifold. Let r > 0 be
small enough that Ur = exp(νr(Gx)) is a tubular neighborhood of Gx in M .
Let Sx denote expx(νr(Gx)x). Then

(1) Sgx = gSx,
(2) Sx is a slice at x, which will be called the normal slice at x.

Proof. (1) is a consequence of Proposition 5.4.1. Since νr(Gx) is a
tubular neighborhood, Sx and Sy are disjoint if x �= y. So if gSx ∩ Sx �= ∅,
then Sgx = Sx and gx = x.

Let M be a G-manifold. The differential of the action Gx defines a linear
representation ι of Gx on TMx called the isotropy representation at x. Now
suppose that M is a Riemannian G-manifold. Then ι is an orthogonal repre-
sentation, and the tangent space T (Gx)x to the orbit of x is an invariant linear
subspace. So the orthogonal complement ν(Gx)x, i.e., the normal plane of Gx
in M at x, is also an invariant linear subspace, and the restriction of the isotropy
representation of Gx to ν(Gx)x is called the slice representation at x.

5.4.4. Example. Let M = G be a compact Lie group with a bi-invariant
metric. Let G×G act on G by (g1, g2) ·g = g1gg−1

2 . Then M is a Riemannian
G × G-manifold (in fact a symmetric space), Ge is the diagonal subgroup
{(g, g)| g ∈ G}, and the isotropy representation of Ge � G on TGe = G is
just the adjoint action as in Example 5.1.4 (3).

5.4.5. Example. Let M = G/K be a compact symmetric space, and G =
K+P is the orthogonal decomposition with respect to−b, where b is the Killing
form on G. Then TMeK = P and GeK = K. Let ad denote the adjoint
representation of G on G. Then ad(K)(P) ⊆ P . So it gives a representation
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of K on P , which is the isotropy representation of M at eK. For example,
M = (G × G)/G gives Example 5.4.4.

5.4.6. Remark. The set of all isotropy representations for non-compact sym-
metric spaces is the same as the set of all isotropy representations for compact
symmetric spaces.

5.4.7. Proposition. Let M be a Riemannian PF G-manifold, and x ∈ M .
Then Gx is a principal orbit if and only if the slice representation at x is trivial.

Proof. Let S denote the normal slice at x. Then Gy ⊆ Gx for all
y ∈ S. So Gx is a principal orbit if and only Gy = Gx for all y ∈ S, i.e., Gx

fixes S. Then the result follows from Proposition 5.4.1.

5.4.8. Corollary. Let M be a Riemannian G-manifold, x a regular point,
and Sx the normal slice at x as in Proposition 5.4.3. Then Gy = Gx for all
y ∈ Sx.

5.4.9. Corollary. Let M be a Riemannian G-manifold, Gx a principal orbit,
and v ∈ ν(Gx)x. Then v̂(gx) = dgx(v) is a well-defined smooth normal vector
field of Gx in M .

Proof. Ifgx = hx, theng−1h ∈ Gx. By Proposition 5.4.7, d(g−1h)x(v) =
v, which implies that dgx(v) = dhx(v).

5.4.10. Definition. Let M be a Riemannian G-manifold, and N an orbit of M .
A section u of ν(N) is called an equivariant normal field if dgx(u(x)) = u(gx)
for all g ∈ G and x ∈ N .

5.4.11. Corollary. Let M be a Riemannian G-manifold, Gx a principal
orbit, and {vα} an orthonormal basis for ν(Gx)x. Let v̂α be the equivariant
normal field defined by vα as in Corollary 5.4.9. Then {v̂α} is a global smooth
orthonormal frame field on Gx. In particular, the normal bundle of Gx in M
is trivial.

5.4.12. Proposition. Let M be a Riemannian G-manifold, N an orbit in M ,
and v an equivariant normal field on N . Then

(1) Av(gx) = dgx ◦ Av(x) ◦ dg−1
x for all x ∈ N , where Av is the shape

operator of N with respect to the normal vector v,
(2) the principal curvatures of N along v are constant,
(3) {exp(v(x))| x ∈ N} is again a G-orbit.
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Proof. Since dgx(TNx) = TNgx and g is an isometry, (1) follows. (2)
is a consequence of (1). Sincev(gx) = dgx(v(x)), (3) follows from Proposition
5.4.1.

5.4.13. Corollary. Let Nn(c) be the simply connected space form with
constant sectional curvature c, G a subgroup of Iso(Nn(c)), M a G-orbit, and
v an equivariant normal field on M . Then {Y (v(x)) | x ∈ M} is again a
G-orbit, where Y is the endpoint map of M in Nn(c).

We will now consider the orbit types of PF actions.

5.4.14. Proposition. If M is a PF G-manifold, then there exists a principal
orbit type.

Proof. By Remark 5.2.3 all of the isotropy subgroups ofM are compact.
It follows that there exists an isotropy subgroup, Gx, having minimal dimension
and, for that dimension, the smallest number of components. By Theorem 5.2.6,
there exists a slice S at x. Then GS is an open subset, and Gs ⊆ Gx for all
s ∈ S. By the choice of x it follows that in fact Gs = Gx for all s ∈ S. But
then Ggs = gGsg

−1 = gGxg−1, so (Gx) is a principal orbit type.

5.4.15. Theorem. If M is a PF G-manifold, then the set Mr of regular
points is open and dense.

Proof. Openness follows from the existence of slice. To prove dense-
ness, we proceed as follows: Let U be an open subset of M , x ∈ U , and S a
slice at x. Choose y ∈ GS ∩ U so that Gy has smallest dimension and, for
that dimension, the smallest number of components. Let S0 be a slice at y,
and z ∈ GS0 ∩ U ∩ GS. It follows form Corollary 5.1.13 (2) that there exists
g ∈ G such that Gz ⊆ gGyg−1. Since the dimension of Gy is less than or
equal to the dimension of Gz , we conclude that Gz and Gy in fact have the
same dimension, and then since the number of components of Gy is less than
or equal to the number of components of Gz , Gz = gGyg−1. This proves that
Gy is a principal orbit.

5.4.16. Theorem. If M is a PF G-manifold then given a point p ∈ M there
exists a G-invariant open neighborhood U containing p such that U has only
finitely many G-orbit types.

Proof. By Theorem 5.2.7 we may assume that M is a PF Riemannian
G-manifold. Let S be the normal slice at p. Then S is of finite dimension,
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and Gp is a compact group acting isometrically on S so, by 5.1.13(4), it will
suffice to prove this theorem for Riemannian G-manifolds of finite dimension
n. We prove this by induction. For n = 0 the theorem is trivial. Suppose it is
true for all proper G-manifolds of dimension less than n and let M be a proper
Riemannian G-manifold of dimension n, p ∈ M , and S the normal slice at p.
By 5.1.13(4) again, it will suffice to prove that locally S has only finitely many
orbit types. If dim(S) < n, then this follows from the induction hypothesis,
so assume that dim(S) = n. Then by Proposition 5.4.1 the Gp-action ρ on S
is an orthogonal action on TMp = Rn with respect to geodesic coordinates.
Now Gp leaves Sn−1 invariant and, by the induction hypothesis, locally Sn−1

has only finitely many orbit types. But then because Sn−1 is compact, it has
finitely many orbit types altogether. Now note that, in a linear representation,
the isotropy group (and hence the type of an orbit) is constant on any line through
the origin, except at the origin itself. So ρ has at most one more orbit type on S
than on Sn−1, and hence only finitely many orbit types.

5.4.17. Theorem. If M is a PF G-manifold, then the set M̃s = Ms/G of
singular orbits does not locally disconnect the orbit space M̃ = M/G.

Proof. Using the slice representation as in the previous theorem, it
suffices to prove this theorem for linear orthogonal G-action on Rn. We proceed
by induction. If n = 1, then we may assume that G = O(1) = Z2. It is easily
seen that R/G is the half line {x| x ≥ 0} with 0 as the only singular orbit.
So {0} does not locally disconnect R/G. Suppose G ⊆ O(n). Applying the
induction hypothesis to the slice representation of Sn−1, we conclude that the
set of singular orbits of Sn−1 does not locally disconnect Sn−1/G. But Rn/G
is the cone over Sn−1/G. So the set of singular orbits of Rn does not locally
disconnect Rn/G.

5.4.18. Corollary. If M is a connected PF G-manifold, then
(1) M/G is connected,
(2) M has a unique principal orbit type.

5.4.19. Corollary. Suppose M is a connected PF G-manifold. Let m =
inf{dim(Gx) | x ∈ M}, and k the smallest number of components of all the
dimension m isotropy subgroups. Then an orbit Gx0 is principal if and only if
Gx0 has dimension m and k components.
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5.5. Riemannian submersions

A smooth map π : E → B is a submersion if B is a finite dimension
manifold and the rank of dπx is equal to the dimension of B. Then V = ker(dπ)
is a smooth subbundle of TE called the tangent bundle along the fiber (or the
vertical subbundle). In case E and B are Riemannian manifolds we define the
horizontal subbundle H of TE to be the orthogonal complement V ⊥ of the
vertical bundle.

5.5.1. Definition. Let E and B be Riemannian manifolds. A submersion
π : E → B is called a Riemannian submersion if dπx maps Hx isometrically
onto TBπ(x) for all x ∈ E.

The theory of Riemannian submersions, first systematically studied by
O’Neil [On], plays an important role in the study of isometric actions, as we
will see in the following.

5.5.2. Remark. Let M be a PF Riemannian G-manifold. Suppose M has
a single orbit type (H), and H = Gx. Then the orbit map p : M → M̃ is a
smooth fiber bundle. If S is a slice at x, then we get a local trivialization of p on
the neighborhood GS of the orbit Gx using the diffeomorphism G/H × S ≈
GS defined by (gH, s) �→ gs. There is a unique metric on M̃ such that
p is a Riemannian submersion. To see this, we define the inner product on
TM̃p(x) by requiring that dpx : ν(Gx)x → TM̃p(x) is an isometry. Since
dgx(T (Gx)x) = T (Gx)gx and dgx is an isometry, dgx maps the inner product
space ν(Gx)x isometrically onto ν(Gx)gx. This shows that the metric on M̃
is well-defined, and it is easily seen to be smooth. Actually, in this case M
is a smooth fiber bundle in a completely different but important way. First,
it is clear that M is partitioned into the closed, totally geodesic submanifolds
F (gHg−1), where the latter denotes the fixed point set of the subgroup gHg−1.
Clearly F (g1Hg−1

1 ) = F (g2Hg−1
2 ) if and only if g1N(H) = g2N(H),

where N(H) denotes the normalizer of H in G. Thus we get a smooth map
Π : M → G/N(H) having the F (gHg−1) as fibers. Note that N(H) acts on
F (H), and it is easily seen that the fibration Π : M → G/N(H) is the bundle
with fiber F (H) associated to the principal N(H)-bundle G → G/N(H).

What is most important about this second realization of M as the total
space of a differentiable fiber bundle is that it points the way to generalize the
first when M has more than one orbit type. In this case let (H) be a fixed orbit
type of M , say H = Gx. Then F = F (H) is again a closed, totally geodesic
submanifold of M , and F ∗ = F ∗(H) = {x ∈ M | Gx = H} is an open
submanifold of F . Just as above, we see that M(H) is a smooth fiber bundle
over G/N(H) with fiber F ∗. In particular each orbit type M(H) is a smooth
G-invariant submanifold of M . But of course M(H) has a single orbit type, so

as above its orbit space M̃(H) has a natural differentiable structure making the
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orbit map p : M(H) → M̃(H) a smooth fiber bundle, and a smooth Riemannian
structure making p a Riemannian submersion. Now we have already seen that
the decompositions of M and M̃ into the orbit types M(H) and M̃(H) are
locally finite. In fact they have all the best properties one can hope for in such
a situation. To be technical, they are stratifications of M and M̃ respectively
and, by what we have just noted, the orbit map p : M → M̃ is a stratified
Riemannian submersion.

5.5.3. Definition. Let π : E → B be a Riemannian submersion, V the
vertical subbundle, and H the horizontal subbundle. Then a vector field ξ on E
is

(1) vertical, if ξ(x) is in Vx for all x ∈ E,
(2) horizontal, if ξ(x) is in Hx for all x ∈ E,
(3) projectable, if there exists a vector field η on B such that dπ(ξ) = η,
(4) basic, if it is both horizontal and projectable.

5.5.4. Proposition. Let π : E → B be a Riemannian submersion.
(1) If τ is a smooth curve on B then given p0 ∈ π−1(τ(t0)) there exists a

unique smooth curve τ̃ on E such that τ̃ ′(t) is horizontal for all t, π(τ̃) = τ ,
and τ̃(t0) = p0. τ̃ is called the horizontal lifting of τ at p0.

(2) If η is a vector field on B, then there exists a unique basic field η̃ on E
such that dπ(η̃) = η, which is called the horizontal lift of η. In fact, this gives
a one to one correspondence between C∞(TB) and the space of basic vector
fields on E.

5.5.5. Proposition. If X is vertical and Y is projectable then [X, Y ] is
vertical.

Proof. This follows from the fact that

dπ([X, Y ]) = [dπ(X), dπ(Y )].

5.5.6. Proposition. Let π : E → B be a Riemannian submersion, τ a
geodesic in B, and τ̃ its horizontal lifting in E. Let L(α) denote the arc length
of the smooth curve α, and Eb = π−1(b). Then

(1) L(τ̃) = L(τ),
(2) τ̃ perpendicular to the fiber Eτ(t) for all t,
(3) if τ is a minimizing geodesic joining p to q in B, then L(τ̃) = d(Ep, Eq),

the distance between the fibers Ep and Eq ,
(4) τ̃ is a geodesic of E.
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Proof. (1) and (2) are obvious. (4) is a consequence of (3). It remains
to prove (3). Suppose τ is a minimizing geodesic joining p and q in B. If α is a
smooth curve in E joining a point in Ep to a point in Eq , then π◦α is a curve on
B joining p, q. So L(π ◦α) ≥ L(τ). Let α′ = u+v, where u is the horizontal
component and v is the vertical component of α′. Since ‖dπ(u)‖ = ‖u‖ and
dπ(v) = 0, ‖dπ(α′)‖ ≤ ‖α′‖. So we have

L(α) ≥ L(π(α)) ≥ L(τ) = L(τ̃),

which implies that τ̃ is a geodesic, d(Ep, Eq) = L(τ).

5.5.7. Corollary. Let π : E → B be a Riemannian submersion. If σ is
a geodesic in E such that σ′(t0) is horizontal then σ′(t) is horizontal for all
t (or equivalently, if a geodesic σ of E is perpendicular to Eσ(t0) then it is
perpendicular to all fibers Eσ(t)).

Proof. Let p0 = σ(t0), τ the geodesic of B such that τ(t0) = π(p0)
and τ ′(t0) = dπ(σ′(t0)). Let τ̃ be the horizontal lifting of τ at p0. Then both
σ and τ̃ are geodesics of E passing through p0 with the same tangent vector at
p0. So σ = τ̃ .

5.5.8. Corollary. Let π : E → B be a Riemannian submersion, and H the
horizontal subbundle (or distribution).

(1) If H is integrable then the leaves are totally geodesic.
(2) If H is integrable and S is a leaf of H then π|S is a local isometry.

5.5.9. Remark. If F = π−1(b) is a fiber of π then H|F is just the normal
bundle of F in E. There exists a canonical global parallelism on the normal
bundle ν(F ): a section ṽ of ν(F ) is called π-parallel if dπ(ṽ(x)) is a fixed
vector v ∈ TBb independent of x in F . Clearly ṽ �→ v is a bijective correspon-
dence between π-parallel fields and TBb. There is another parallelism on ν(F )
given by the induced normal connection ∇ν as in the submanifold geometry,
i.e., a normal field ξ is parallel if∇νξ = 0. It is important to note that in general
the π-parallelism in ν(F ) is not the same as the parallel translation defined by
the normal connection ∇ν . (The latter is in general not flat, while the former is
always both flat and without holonomy.) Nevertheless we shall see later that if
H is integrable then these two parallelisms do coincide.

5.5.10. Remark. Let M be a Riemannian G-manifold, (H) the principal
orbit type, and π : M(H) → M̃(H) the Riemannian submersion given by the
orbit map. Then a normal field ξ of a principal orbit Gx is G-equivariant if and
only if ξ is π-parallel.
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5.5.11. Definition. A Riemannian submersion π : E → B is called integrable
if the horizontal distribution H is integrable.

We will first discuss the local theory of Riemannian submersions. Let
π : E → B be a Riemannian submersion. Then there is a local orthonormal
frame field eA on E such that e1, . . . , en are vertical and en+1, . . . , en+k are
basic. Then {e∗α = dπ(eα)} is a local orthonormal frame field on B. We use
the same index convention as in section 2.1, i.e.,

1 ≤ i, j, k ≤ n, n + 1 ≤ α, β, γ ≤ n + k, 1 ≤ A, B, C ≤ n + k.

Let ωA and ω∗
α be the dual coframe, and ωAB , ω∗

αβ the Levi-Civita con-
nections on E and B respectively. Then π∗(ω∗

α) = ωα. Assume that

ωiα =
∑

β

aiαβωβ +
∑

j

riαjωj , (5.5.1)

ωαβ = π∗(ω∗
αβ) +

∑

i

bαβiωi . (5.5.2)

Note that
dωα = d(π∗ω∗

α) = π∗(dω∗
α)

= π∗




∑

β

ω∗
αβ ∧ ω∗

β





=
∑

β

π∗(ω∗
αβ) ∧ ωβ ,

which does not have ωi ∧ ωβ and ωi ∧ ωj terms. But the structure equation
gives

dωα =
∑

j

ωαβ ∧ ωβ +
∑

i

ωαi ∧ ωi. (5.5.3)

So the coefficients of ωi ∧ ωβ and ωiωj in (5.5.3) are zero, i.e.,

bαβi = aiαβ , (5.5.4)

riαj = rjαi. (5.5.5)

Note that the restriction of ωiα and ωαβ to the fiber F are the second
fundamental forms and the normal connection of F in E. In fact,

∑
riαjωi ⊗

ωj ⊗ eα is the second fundamental form of F and ωαβ =
∑

i bαβiωi =∑
i aiαβωi is the induced normal connection of the normal bundle ν(F ) in E.

Next we describe in our notation the two fundamental tensors A and T
associated to Riemannian submersions by O’Neil in [On]. Let uh and uv denote
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the horizontal and vertical components of u ∈ TEp. Then it is easy to check
that

T (X, Y ) = (∇XvY v)h + (∇XvY h)v,

A(X, Y ) = (∇XhY h)v + (∇XhY v)h,

define two tensor fields on E. Using (5.5.1) and (5.5.2), these two tensors are

T =
∑

rjαi(ωi ⊗ ωj ⊗ eα − ωi ⊗ ωα ⊗ ej),

A =
∑

ajβα(ωα ⊗ ωi ⊗ eβ − ωα ⊗ ωβ ⊗ ei).

If H is integrable then, by Corollary 5.5.8, each leaf S of H is totally
geodesic and eα|S is a local frame field on S. Thus the second fundamental
form on S is zero, i.e., ∇eα

ej is vertical, or aiαβ = 0. Note that ei|F form a
tangent frame field for the fiber F , and eα|F is a normal vector field of F . By
Proposition 5.5.5, [ej , eα] = ∇ej

eα −∇eα
ej is vertical, so we have ∇ej

eα is
vertical, i.e., eα|F is parallel with respect to the induced normal connection of
F in E.

Conversely, suppose eα|F is parallel for every fiber F of π, i.e., ∇eieα is
vertical, or ωαβ(ei) = 0. By (5.5.1) (5.5.2) and (5.5.4), we have

0 = ωαβ(ei) = bαβi = aiαβ = ωiα(eβ).

The torsion equation implies that

[eα, eβ ] = ∇eα
eβ −∇eβ

eα =
∑

(ωβA(eα) − ωαA(eβ))eA.

Hence [eα, eβ ] is horizontal, i.e., H is integrable. So we have proved:

5.5.12. Theorem. Let π : E → B be a Riemannian submersion. Then the
following statements are equivalent:

(i) π is integrable,
(ii) every π-parallel normal field on the fiber F = π−1(b) is parallel with

respect to the induced normal connection of F in E,
(iii) the O’Neil tensor A is zero.



5. Transformation Groups 93

5.6. Sections

Henceforth M will denote a connected, complete Riemannian G-mani-
fold, and Mr is the set of regular points of M . As noted above, we have a
Riemannian submersion π : Mr → M̃r. We assume all the previous notational
conventions. In particular we identify the Lie algebra G of G with the Killing
fields on M generating the action of G.

5.6.1. Proposition. If ξ ∈ G and σ is a geodesic on M , then the quantity
〈σ′(t), ξ(σ(t))〉 is a constant independent of t.

Proof. If ξ is a Killing field and∇ξ =
∑

ξijei⊗ωj , then ξij+ξji = 0.
So 〈∇σ′ξ, σ′〉 = 0. Since σ is a geodesic, ∇σ′σ′ = 0, which implies that

d

dt
〈ξ(σ), σ′〉 = 〈∇σ′ξ, σ′〉 + 〈ξ(σ),∇σ′σ′〉 = 0.

It will be convenient to introduce for each regular point x the set T (x),
defined as the image of ν(Gx)x under the exponential map of M , and also
Tr(x) = T (x)∩Mr for the set of regular points of T (x). Note that T (x) may
have singularities.

5.6.2. Proposition. For each regular point x of M :
(1) gT (x) = T (gx) and gTr(x) = Tr(gx),
(2) for v ∈ ν(Gx)x the geodesic σ(t) = expx(tv) is orthogonal to each

orbit it meets,
(3) if G is compact then T (x) meets every orbit of M .

Proof. (1) follows from Proposition 5.4.1, and (2) follows from Propo-
sition 5.6.1. Finally suppose G is compact and given any y ∈ M , since Gy is
compact, we can choose g ∈ G so that gy minimizes the distance from x to Gy.
Let σ(t) = exp(tv0) be a minimizing geodesic from x = σ(0) to gy = σ(s).
Then σ is perpendicular to Gy. By (2), σ is also orthogonal to Gx. In particular
v0 = σ′(0) ∈ ν(Gx)x so the arbitrary orbit Gy meets T (x) = exp(ν(Gx)x)
at exp(sv0) = gy.

Let x be a regular point and S a normal slice at x. If S is orthogonal to
each orbit it meets then so is gS. This implies that the Riemannian submersion
π : Mr → M̃r is integrable. Since for most Riemannian G-manifold M the
submersion π : Mr → M̃r is not integrable, a normal slice is in general not
orthogonal to each orbit it meets.

5.6.3. Example. Let S1 act on R2 ×R2 by eit(z1, z2) = (eitz1, e
itz2). Then

p = (1, 0) is a regular point. It is easy to check that y = (1, 1) ∈ T (p) and
T (p) is not orthogonal to the orbit Sy.
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5.6.4. Definition. A connected, closed, regularly embedded smooth subman-
ifold Σ of M is called a section for M if it meets all orbits orthogonally.

The conditions on Σ are, more precisely, that GΣ = M and that for each
x ∈ Σ, TΣx ⊆ ν(Gx)x. But since T (Gx)x is just the set of ξ(x) where ξ ∈ G,
this second condition has the more explicit form

(*) For each x ∈ Σ and ξ ∈ G, ξ(x) is orthogonal to TΣx.

In the following we will discuss some basic properties for G-manifolds
that admit sections. For more detail, we refer the reader to [PT2].

It is trivial that if Σ is a section for M then so is gΣ for each g ∈ G. Since
GΣ = M , it follows that if one section Σ exists then in fact there is a section
through each point of M , and we shall say that M admits sections.

5.6.5. Example. All the examples in 5.1.4 admit sections. In fact, for (1),
{ru| r ∈ R} is a section, where u is any unit vector in Rn; for (2) a maximal
torus is a section; for (3) a maximal abelian (Cartan) subalgebra is a section; for
(4) and (5), the space of all trace zero real diagonal matrices is a section.

5.6.6. Definition. The principal horizontal distribution of a Riemannian G-
manifold M is the horizontal distribution of the Riemannian submersion on the
principal stratum π : Mr → M̃r.

If Σ is a section of M then the set Σr = Σ∩Mr of regular points of Σ is an
integral submanifold of the principal horizontal distribution H of the G-action.
Since M̃r is always connected, it follows from Corollary 5.5.8, Remark 5.5.10
and Theorem 5.5.12 that we have:

5.6.7. Theorem. If M admits sections, and Σ is a section, then
(1) the principal horizontal distribution H is integrable;
(2) each connected component of Σr = Σ ∩ Mr is a leaf of H;
(3) if F is the leaf of H through a regular point x then π|F is a covering

isometry onto M̃r;
(4) Σ is totally geodesic;
(5) there is a unique section through each regular point x of M , namely

T (x) = exp(ν(Gx)x).
(6) an equivariant normal field on a principal orbit is parallel with respect

to the induced normal connection.

5.6.8. Remark. One might naively hope that, conversely to Theorem 5.6.7(1),
if H is integrable then M admits sections. To give a counterexample take
M = S1 × S1 and let G = S1 × {e} acting by translation. Let ξ denote the
vector field on M generating the action of G and let η denote an element of the
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Lie algebra of S1 × S1 generating a nonclosed one parameter group γ. If we
choose the invariant Riemannian structure for M making ξ and η orthonormal
then a section for M would have to be a coset of γ, which is impossible since γ
is not closed in M . This also gives a counter example to the weaker conjecture
that if a compact G-manifold M has codimension 1 principal orbits then any
normal geodesic to the principal orbit is a section. It is probably true that if H is
integrable, then a leaf of H can be extended to be a complete immersed totally
geodesic submanifold of M , which meets every orbit orthogonally. However
we can prove this only in the real analytic case.

5.6.9. Proposition. Suppose G is a compact Lie group, and M a Riemannian
G-manifold. Let x0 be a regular point of M , and T = exp(ν(Gx0)x0). If H
is integrable and T is a closed properly embedded submanifold of M , then T
is a section.

Proof. By Proposition 5.6.2(3), it suffices to show that T is orthogonal
to Gx for all x ∈ T . Let F denote the leaf of H through x0. By Corollary
5.5.8, F is totally geodesic. So F is open in T and T is orthogonal to Gy for
all y ∈ F . Now suppose x ∈ T \F . Since expx : TTx → T is regular almost
everywhere, there is an open neighborhood U of the unit sphere of TTx such
that for all v ∈ U there is an r > 0 such that σv(r) = expx(rv) is in F . Then
by Proposition 5.6.2(2) σ′

v(0) = v is normal to Gx.

It is known that any connected totally geodesic submanifold of a simply
connected, complete symmetric space can be extended uniquely to one that is
complete and properly embedded (cf. [KN] Chapter 9, Theorem 4.3). So we
have

5.6.10. Corollary. Let M = G/K be a simply connected complete symmet-
ric space, and H a subgroup of G. Then the action of H on M admits sections
if and only if the principal horizontal distribution of this action is integrable. In
particular if the principal H-orbit is of codimension one then the H-action on
M has a section.

It follows from Theorem 5.5.12 that

5.6.11. Theorem. The following statements are equivalent for a Riemannian
G-manifold M :

(1) the principal horizontal distribution H is integrable,
(2) every G-equivariant (i.e., π-parallel) normal vector field on a principal

orbit is parallel with respect to the induced normal connection for the normal
bundle ν(Gx) in M ,

(3) for each regular point x of M , if S is the normal slice at x then for all
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ξ ∈ G and s ∈ S, ξ(s) is normal to S.

5.6.12. Proposition. Let V be an orthogonal representation of G, x a
regular point of V , and Σ the linear subspace of V orthogonal to the orbit Gx
at x. Then the following are equivalent:

(i) V admits sections,
(ii) Σ is a section for V ,
(iii) for each v in Σ and ξ in G, ξ(v) is normal to Σ.

In the following, M is a Riemannian G-manifold that admits sections. Let
x be a regular point of M , and Σ the section of M through x. Recall that a
small enough neighborhood U of x in Σ is a slice at x and so intersects each
orbit near Gx in a unique point. Also recall that Gx acts trivially on Σ.

In general given a closed subset S of M we let N(S) denote the closed
subgroup {g ∈ G| gS = S} of G, the largest subgroup of G which induces
an action on S, and we let Z(S) denote the kernel of this induced action, i.e.,
Z(S) = {g ∈ G| gs = s, ∀ s ∈ S} is the intersection of the isotropy
subgroups Gs, s ∈ S. Thus N(S)/Z(S) is a Lie group acting effectively on S.
In particular when S is a section Σ then we denote N(Σ)/Z(Σ) by W = W (Σ)
and call it the generalized Weyl group of Σ.

5.6.13. Remark. If M is the compact Lie group G with the Adjoint action,
then for a subgroup H of G, N(H) and Z(H) are respectively the normalizer
and centralizer of H . If for H we take a maximal torus T of G (which is in fact
a section of the Adjoint action) then Z(T ) = T and W (T ) = N(T )/T is the
usual Weyl group of G.

5.6.14. Remark. Let x be a regular point, S a normal slice at x, and Σ
a section at x. As remarked above Gx ⊆ Z(S) ⊆ Z(Σ), and conversely
from the definition of Z(Σ) it follows that Z(Σ) ⊆ Gx, so Z(Σ) = Gx.
Moreover if gΣ = Σ then gΣ is the section at the regular point gx. So Gx =
Z(Σ) = Z(gΣ) = Ggx. Then it follows from Ggx = gGxg−1 that we have
N(Σ) ⊆ N(Gx) and W (Σ) ⊆ N(Gx)/Gx.

5.6.15. Proposition. The generalized Weyl group W (Σ) of a section Σ is
a discrete group. Moreover if Σ′ is a second section for M then W (Σ′) is
isomorphic to W (Σ) by an isomorphism which is well determined up to inner
automorphism.

Proof. Let Σ be the section and S the normal slice at the regular point
x. Then S is an open subset of Σ. If g ∈ N(Σ) is near the identity then
gx ∈ S. Since S meets every orbit near x at a unique point, gx = x, i.e.,
g ∈ Gx = Z(Σ), so Z(Σ) is open in N(Σ) and hence W (Σ) is discrete. If Σ′
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is a section then Σ′ = g0Σ and so g �→ g0gg−1
0 clearly induces an isomorphism

of W (Σ) onto W (Σ′).

5.6.16. Example. The isotropy representation of the symmetric space M =
G/K at eK admits sections. In fact, let G = K + P be the orthogonal de-
composition of the Lie algebra G of G as in Example 5.4.5 and A a maximal
abelian subalgebra in P . Then A is a section and the generalized Weyl group
W is the standard Weyl group associated to the symmetric space G/K. These
representations have the following remarkable properties:

(i) Given p ∈ P , the slice representations of P again admits sections.
(ii) A/W � P/K.
(iii) Chevalley Restriction Theorem ([He],[Wa]): Let R[P]G be the algebra

of G-invariant polynomials on P , and R[A]W the algebra of W -invariant poly-
nomials on A. Then the restriction map R[P]G → R[A]W defined by f �→ f |A
is an algebra isomorphism.

Following J. Dadok we shall say that an orthogonal representation space is
polar if it admits sections. The following theorem of Dadok [Da] says that the
isotropy representations of symmetric spaces are “essentially” the only polar
representations.

5.6.17. Theorem. Let ρ : H → O(n) be a polar representation of a
compact connected Lie group. Then there exists an n-dimensional symmetric
space M = G/K and a linear isometry A : Rn → TMeK mapping H-orbits
onto K-orbits.

5.6.18. Corollary. If ρ is a finite dimensional polar representation, then the
corresponding generalized Weyl group is a classical Weyl group.

5.6.19. Definition. A G-manifold M is called polar if the G-action is proper,
Fredholm, isometric, and admits sections.

5.6.20. Remark. The generalized Weyl group of a polar G-manifold is not a
Weyl group in general. In fact we will now construct examples with an arbitrary
finite group as the generalized Weyl group. Given any compact group G, a
closed subgroup H of G, a finite subgroup W of N(H)/H , and a smooth
manifold Σ such that W acts faithfully on Σ, we let π : N(H) → N(H)/H
be the natural projection map, and K = π−1(W ), so K acts naturally on Σ.
Let

M = G ×K Σ = {(g, σ)| g ∈ G, σ ∈ Σ}/ ∼,

where the equivalence relation ∼ is defined by (g, σ) ∼ (gk−1, kσ), and define
the G-action on M by γ(g, σ) = (γg, σ). Now suppose ds2 is a metric on M
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such that ds2|Σ and ds2|ν(Σ) are K-invariant. Then G acts on M isometrically
with e×Σ as a section, (H) as the principal orbit type, and W as the generalized
Weyl group.

Note that any finite group W can be embedded as a subgroup of some
SO(n). Thus taking G = SO(n), H = e, and Σ = Sn−1 in the the above
construction gives a G-manifold admitting sections and having W as its gen-
eralized Weyl group. This makes it seem unlikely that there can be a good
structure theory for polar actions in complete generality. Nevertheless, Dadok’s
theorem 5.6.17 gives a classification for the polar actions on Sn, and it would be
interesting to classify the polar actions for other special classes of Riemannian
manifolds, say for arbitrary symmetric spaces.

Although a general structure theory for polar actions is unlikely, we will
now see that the special properties in Example 5.6.16, for the isotropy represen-
tations of symmetric spaces, continue to hold for all polar actions.

5.6.21. Theorem. If M is a polar G-manifold and p ∈ M , then the slice
representation at p is also polar. In fact, if Σ is a section for M through p then
TΣp is a section and W (Σ)p = {ϕ ∈ W (Σ)| ϕ(p) = p} is the generalized
Weyl group for the slice representation at p.

Proof. Let V = ν(Gp)p be the space of the slice representation, and
V0 = TΣp. Then, by definition of a section, V0 is a linear subspace of V .
Suppose B is a small ball centered at the origin in V , S = expp(B) is a normal
slice at p, and x = expp(v) ∈ S. By Corollary 5.1.13, Gx ⊆ Gp for all
x ∈ S. So the isotropy subgroup of the linear Gp-action on V at x is Gx.
From this follows the well-known fact that the Gp-orbit of x in V has the same
codimension as the G-orbit of x in M . By Proposition 5.6.12 it suffices to
show that for each u ∈ V0 and ξ in the Lie algebra of Gp, 〈ξ(u), v〉 = 0 for
all v ∈ V0. Let gs be the one parameter subgroup on Gp generated by ξ, and
u(t) = expp(tu). Choose v(t) ∈ TΣu(t) such that as t → 0 v(t) → v in TΣ.
Since Σ is a section,

〈ξ(u(t)), v(t)〉u(t) = 0, (5.6.1)

where 〈 , 〉u(t) is the inner product on TMu(t). Note that the vector field ξ for
the Gp-action on V is given by

ξ(v) = lim
s→0

dgs
p(u)

= lim
s→0

lim
t→0

gs(u(t))

= lim
t→0

lim
s→0

gs(u(t)) = lim
t→0

ξ(u(t)).

Letting t → 0 in (5.6.1), we obtain 〈ξ(u), v〉 = 0.
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It remains to prove that W (V0) = W (Σ)p. To see this note that N(V0) =
N(Σ) ∩ Gp and Z(V0) = Z(Σ) ∩ Gp = Z(Σ), so W (V0) ⊆ W (Σ)p.
Conversely if gZ(Σ) ∈ W (Σ)p, then gp = p, which implies that W (Σ)p ⊆
W (V0).

5.6.22. Corollary. Let M be a polar G-manifold. If M has a fixed point
then the generalized Weyl group of M is a Weyl group.

5.6.23. Corollary. If M is a polar G-manifold then for any p ∈ M , Gp acts
transitively on the set of sections of M that contains p.

Proof. Let Σ1 and Σ2 be sections through p and let x be a regular point
of Σ1 near p. We may regard Σ2 as a section for the slice representation at p,
so it meets Gpx, i.e., there exists g ∈ Gp such that gx ∈ Σ2. Since gΣ1 and
Σ2 are both sections of M containing the regular point gx they are equal by
Theorem 5.6.7 (5).

5.6.24. Corollary. Let M be a polar G-manifold, Σ a section of M , and
W = W (Σ) its generalized Weyl group. Then for x ∈ Σ we have Gx ∩ Σ =
Wx.

Proof. It is obvious that Wx ⊆ Gx ∩ Σ. Conversely suppose x′ =
gx ∈ Σ. Then gΣ is a section at x′, so by Corollary 5.6.23 there is γ ∈ Gx′ such
that γgΣ = Σ. Thus γg ∈ N(Σ) so x′ = γx′ = γgx is in N(Σ)x = Wx.

For a K-manifold N , we let C0(N)K and C∞(N)K denote the space of
all continuous and smooth K-invariant functions on N . As a consequence of
Corollary 5.6.24 we see that if M is a polar G-manifold with Σ as a section and
W as its generalized Weyl group, then the restriction map r from C0(M)G to
C0(Σ)W defined by r(f) = f |Σ is an isomorphism. Moreover, it follows from
Theorem 5.6.21, Corollary 5.6.18, and a theorem of G. Schwarz [Sh] (if G is a
subgroup of O(n) then every smooth G-invariant function on Rn can be written
as a smooth functions of invariant polynomials) that the Chevalley restriction
theorem can be generalized to smooth invariant functions of a polar action, i.e.,

5.6.25. Theorem [PT2]. Suppose M is a polar G-manifold, Σ is a section,
and W = W (Σ) is its generalized Weyl group. Then the restriction map
C∞(M)G → C∞(Σ)W defined by f �→ f |Σ is an isomorphism.
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5.7. Submanifold geometry of orbits

One important problem in the study of submanifolds of Np(c) is to deter-
mine submanifolds which have simple local invariants. The submanifolds with
the simplest invariants are the totally umbillic submanifolds, and these have
been completely classified (see section 2.2). Another interesting class consists
of the compact submanifolds with parallel second fundamental forms. It is not
surprising that the first examples of the latter arise from group theory. Ferus
([Fe]) noted that if M is an orbit of the isotropy representation of a symmetric
space G/K and if M is itself a symmetric space with respect to the metric
induced on it as a submanifold of the Euclidean space T (G/K)eK , then the
second fundamental form of M is parallel with respect to the induced normal
connection (defined in section 2.1). Conversely, Ferus ([Fe]) showed that these
are the only submanifolds of Euclidean spaces (or spheres) whose second fun-
damental forms are parallel. These results might lead one to think that orbits of
isometric action on Sn may not be too difficult to characterize in terms of their
local geometric invariants as submanifolds. But in fact, this turns out to be a
rather complicated problem.

Let N be a Riemannian G-manifold, and M = Gx0 a principal orbit in
N . If v is a G-equivariant normal field on M , then by Proposition 5.4.12 (3),
Mv = {exp(v(x)) | x ∈ M} is the G-orbit through x = expx0

(v(x0)). The
map M → Mv defined by gx0 → expgx0

(v(gx0)) is a fibration. Moreover
every orbit is of the form Mv for some equivariant normal field v. So in order
to understand the submanifold geometry of orbits of N , it suffices to consider
principal orbits.

It follows from Proposition 5.4.12, Corollary 5.4.11 and Theorem 5.6.7
that we have

5.7.1. Theorem. Suppose M is a principal orbit of an isometric polar
G-action on N . Then

(1) a G-equivariant normal field is parallel with respect to the induced normal
connection,

(2) ν(M) is globally flat,
(3) if v is a parallel normal field on M then the shape operators Av(x) and

Av(y) are conjugate for all x, y ∈ M , i.e., the principal curvatures of M along
parallel normal field v are constant,

(4) there exists r > 0 such that

U = {expx(v) | x ∈ M, v ∈ ν(M)x, ‖v‖ < r}

is a tubular neighborhood of M ,
(5) if S0 is the normal slice at x0, {expx0

(v) | v ∈ ν(M)x0 , ‖v‖ < r},
with the induced metric from N , then the map π : U → S0, defined by
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π(expx(v(x)) = expx0
(v(x0)) for x ∈ M and v a parallel normal field,

is a Riemannian submersion,
(6) {Mv| v is a parallel normal vector field of M} is a singular foliation

of N .

Note that the local invariants (normal and principal curvatures) of principal
orbits of polar actions of N are quite simple. So, both from the point of view
of submanifold geometry and that of group actions, it is natural to make the
following definition:

5.7.2. Definition. A submanifold M of N is called isoparametric if ν(M)
is flat and the principal curvatures along any parallel normal field of M are
constant.

5.7.3. Example. If N is a polar G-manifold, then the principal G-orbits are
isoparametric in N . In particular the principal orbits of the isotropy repre-
sentation of a symmetric space U/K are isoparametric in the Euclidean space
T (U/K)eK . But unlike the case of totally umbilic submanifolds and sub-
manifolds with parallel second fundamental forms of Np(c), there are many
isoparametric submanifolds of Np(c) which are not orbits. These submani-
folds are far from being classified, but there is a rich theory for such manifolds
(for example properties (4-6) of Theorem 5.7.1 hold for these submanifolds),
and this will be developed in the later chapters.

Next we will discuss the submanifold geometry of a general Riemannian
G-manifold. It again follows from previous discussions that we have

5.7.4. Theorem. Suppose M is a principal orbit of an isometric G-manifold
N . Then

(1) there exist a tubular neighborhood U of M , a Riemannian manifold B
and a Riemannian submersion π : U → B having M as a fiber,

(2) if v is a π-parallel normal field on M then the shape operators Av(x) and
Av(y) are conjugate for all x, y ∈ M , i.e., the principal curvatures of M along
a π-parallel normal field v are constant,

(3) if v is a π-parallel normal field on M then Mv is an embedded submanifold
of N and the map M → Mv defined by x → expx(v(x)) is a fibration,

(4) {Mv| v is a π−parallel normal vector field of M} is the orbit folia-
tion on N given by G.

This leads us to make the following definition:

5.7.5. Definition. An embedded submanifold M of N is orbit-like if
(i) there exist a tubular neighborhood U of M in N , a Riemannian manifold

B and a Riemannian submersion π : U → B having M as a fiber,
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(ii) if v is a π-parallel normal field on the fiber Mb = π−1(b) then the shape
operators Av(x) and Av(y) of Mb are conjugate for all x, y ∈ Mb, i.e., the
principal curvatures of Mb along parallel normal field v are constant.

Then the following are some natural questions and problems:
(1) Let M be an orbit-like submanifold of Np(c), and suppose its Riemannian

submersion π is defined on U = Np(c). Is there a subgroup G of Iso(Np(c))
such that all G-orbits are principal and π is the orbit map?

(2) Do conditions (3) and (4) of Theorem 5.7.4 hold for orbit-like submani-
folds? If ‖v‖ is small then it follows from Definition 5.7.5 that (3) and (4) are
true. But it is unknown for large v.

(3) Suppose Mn is a submanifold of Nn+k(c) with a global normal frame
field {eα} such that the principal curvatures of M along eα are constant. Are
there a “good” necessary and sufficient condition on M that guarantee M is
orbit-like.

(4) Develop a theory of isoparametric submanifolds of symmetric spaces.

5.8. Infinite dimensional examples

First we review and set some terminology for manifolds of maps. Let M
be a compact Riemannian n-manifold. Then for all k

(u, v)k =
∫

M

((I + 
)
k
2 u, v)dx

defines an inner product on the space C∞(M, Rm) of smooth maps from M
to Rm, where dx is the volume element of M and (, ) is the standard inner
product on Rm. Let Hk(M, Rm) denote the completion of C∞(M, Rm) with
respect to the inner product ( , )k. It follows from the Sobolev embedding
theorem [GT] that if k > n

2 then Hk(M, Rm) is contained in C0(Mn, Rm)
and the inclusion map is compact. Let N be a complete Riemannian manifold
isometrically embedded in the Euclidean space Rm. If k > n

2 then

Hk(M, N) = {u ∈ Hk(M, Rm) | u(M) ⊆ N}

is a Hilbert manifold (for details see [Pa6]). In particular, Hk(S1, N) is a Hilbert
manifold if k > 1

2 .

Let G be a simple compact connected Lie group, T a maximal torus of
G, G, T the corresponding Lie algebras, and b the Killing form on G. Then
(u, v) = −b(u, v) defines an inner product on G. Let ξ denote the trivial
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principal G-bundle on S1. Then the Hilbert group Ĝ = H1(S1, G) is the gauge
group, and the Hilbert space V = H0(S1,G) is the space of H0-connections
of ξ. The group Ĝ acts on V by the gauge transformations:

g · u = gug−1 + g′g−1.

5.8.1. Theorem. Let G be a compact Lie group, T a maximal torus of
G, and G, T the corresponding Lie algebras. Let Ĝ = H1(S1, G) act on
V = H0(S1,G) by

g · u = gug−1 + g′g−1.

Then this Ĝ-action is isometric, proper, Fredholm, and admits section. In fact,
T̂ = the set of constant maps in V with value in T , is a section, and the
associate generalized Weyl group W (T̂ ) is the affine Weyl group W ×s Λ,
where Λ = {t ∈ T | exp(t) = e} and

(w1, λ1) · (w2, λ2) = (w1w2, λ2 + w2(λ1)).

Proof. Since the Killing form on G is Ad(G) invariant, the Ĝ-action is
isometric (by affine isometries). To see that it is proper, suppose gn · un → v
and un → u. Since G is compact, gn · u → v, i.e., gnug−1

n + g′ng−1
n → v,

which implies that ‖un + g−1
n g′n‖0 is bounded. So ‖g−1

n g′n‖ is bounded. Since
G is compact, ‖gn‖0 is bounded. Hence ‖gn‖1 is bounded. It follows from
the Sobelov embedding theorem and Rellich’s lemma that the inclusion map
H1(S1, G) ↪→ C0(S1, G) is a compact operator, so there exists a subsequence
(still denoted by gn) converging to g0 in H0(S1, G). But

‖gnug−1
n + g′ng−1

n − v‖0 = ‖gnu + g′n − vgn‖0 → 0,

so gn → g0 in H1(S1, G).
The differential P of the orbit map g �→ gx at e is

P : H1(S1,G) → H0(S1,G), u �→ u′ + [u, x],

which is elliptic. So it follows form the standard elliptic theory [GT] that P is
Fredholm. This proves that the Ĝ-action is Fredholm.

Next we show that T̂ meets every Ĝ-orbit. Let Φ : H0(S1,G) → G
be the holonomy map, i.e., given u ∈ H0(S1,G), let f : R → G be the
unique solution for f ′f−1 = u and f(0) = e, then Φ(u) = f(2π). Given
u ∈ H0(S1,G), by the maximal torus theorem there exist s ∈ G anda ∈ T such
that sΦ(u)s−1 = exp(2πa). Let â denote the constant map â(t) = a. Then
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â ∈ Ĝ · u. To see this, let h(t) = exp(ta)sf−1(t), then h(0) = h(2π) = s,
i.e., h ∈ H1(S1, G) and h · u = â.

It remains to prove that T̂ is orthogonal to every Ĝ-orbit. Given t ∈ T ,
we let t̂ ∈ H0(S1,G) denote the constant map with value t. Let t̂0 ∈ T̂ . Then

T (Ĝ · t̂0)t̂0
= {v′ + [v, t̂0]| v ∈ H1(S1,G)}.

Given any t̂ ∈ T̂ , we have

(̂t, v′ + [v, t̂0])0 =
∫

S1
(t, v′(θ) + [v(θ), t0]) dθ

=
∫

S1
(t, v′(θ)) dθ +

∫

S1
(t, [v(θ), t0]) dθ

= 0 +
∫

S1
([t0, t], v(θ)) dθ = 0

.

So T̂ is a section.

There is little known about the classification of polar actions on Hilbert
spaces.



Chapter 6

Isoparametric Submanifolds

In section 5.7, we defined a submanifold of a space form to be isoparamet-
ric if its normal bundle is flat and if the principal curvatures along any parallel
normal vector field are constant (Definition 5.7.2). These submanifolds arise
naturally in representation theory for, as we saw, an orbit of an orthogonal
representation is isoparametric if and only if it is a principal orbit of a polar rep-
resentations, so in particular principal coadjoint orbits are isoparametric. And
because their local invariants are so simple,isoparametric manifolds are also
natural models to use in the classification theory of submanifolds. Although
the principal orbits of a polar action are isoparametric, not all isoparametric
submanifolds in Rm and Sm are orbits. Nevertheless, as we will see in this
chapter, every isoparametric submanifold of Rm or Sm has associated to it a
singular, orbit-like foliation, and this foliation has many of the same remarkable
properties of the orbit foliations of polar actions. Thus isoparametric subman-
ifolds can be viewed as a geometric generalization of principal orbits of polar
actions.

There is an interesting history of this subject, which explains the origin of
the name “isoparametric” . A hypersurface is always given locally as the level set
of some smooth function f , and then ‖∇f‖2, 
f are called the first and second
differential parameters of the hypersurface. So it is natural to make the following
definition: a smooth function f : Rn+1 → R is called isoparametric if ‖∇f‖2

and 
f are functions of f . The family of the level hypersurfaces of f is then
called an isoparametric family, since clearly the first and second differential
parameters are constant on each hypersurface of the family. It is not difficult
to show that an isoparametric family in Rn must be either parallel hyperplanes,
concentric spheres, or concentric spherical cylinders. This was proved by Levi-
Civita [Lc] forn = 2, and by B. Segré [Se] for arbitraryn. Shortly after this work
of Levi-Civita and Segré, É. Cartan ([Ca3]-[Ca5]) considered isoparametric
functions f on space forms, and discovered many interesting examples for
Sn+1. Among other things Cartan showed that the level hypersurfaces of f
have constant principal curvatures. And conversely, he showed that if M is
a hypersurface of Nn+1(c) with constant principal curvatures, then there is
at least a local isoparametric function having M as a level set. Cartan called
such hypersurfaces isoparametric. In the past dozen years, many people carried
forward this research. Around mid 1970’s, Münzner [Mü1,2] completed a
beautiful structure theory of isoparametric hypersurfaces in spheres, reducing
their classification to a difficult, but purely algebraic problem. Although many
people have subsequently made significant contributions to this classification
problem, including Abresch [Ab], Ferus, Karcher, Münzner [FKM], Ozeki and
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Takeuchi [OT1,2], it is still far from being completely solved. There have also
been applications of isoparametric hypersurface theory to harmonic maps [Ee]
and minimal hypersurfaces ([No],[FK]). Recently, with the purpose in mind
of constructing harmonic maps, Eells [Ee] gave a definition of isoparametric
map that generalizes the concept of isoparametric function. Carter and West
[CW2] also gave a definition of isoparametric maps Sn+k → Rk; their purpose
being to generalize Cartan’s work to higher codimension. Using their definition,
they showed that the regular level of an isoparametric map is an isoparametric
submanifold. They also showed that there is a Coxeter group associated to
each codimension two isoparametric submanifold of a sphere, but they did not
obtain a similar result for higher codimension. This work led Terng [Te2] to the
definition used in this section.

6.1. Isoparametric maps

6.1.1. Definition. A smooth map f = (fn+1, . . . , fn+k) : Nn+k(c) → Rk

is called isoparametric if
(1) f has a regular value,
(2) 〈∇fα,∇fβ〉 and 
fα are functions of f for all α, β,
(3) [∇fα,∇fβ ] is a linear combination of ∇fn+1, . . . ,∇fn+k, with coeffi-

cients being functions of f , for all α and β.

This definition agrees with Cartan’s when k = 1. In the following we will
proceed to prove that regular level submanifolds of an isoparametric map are
isoparametric.

Hereafter we will use the notation introduced in Chapter 2. Suppose f :
Nn+k(c) → Rk is isoparametric. Applying the Gram-Schmidt process to
{∇fα}we may assume that at any regular point of f , there is a local orthonormal
frame field e1, . . . , en+k with dual coframe ω1, . . . , ωn+k such that

dfα =
∑

β

cαβ ωβ , (6.1.1)

with rank(cαβ) = k, and where the cαβ are functions of f . So

dcαβ ≡ 0 mod (ωn+1, . . . , ωn+k). (6.1.2)

It is obvious that ωα = 0 defines the level submanifolds of f . Condition (3)
implies that the normal distribution defined by ωi = 0 on the set of regular
points of f is completely integrable.
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6.1.2. Proposition. Let f : Nn+k(c) → Rk be isoparametric, b = f(q) a
regular value, M = f−1(b), and F the leaf of the normal distribution through
q. Then

(i) F is totally geodesic,
(ii) ν(M) is flat and has trivial holonomy group.

Proof. Take the exterior differential of (6.1.1), and using the structure
equations, we obtain

∑

β

dcαβ ∧ ωβ +
∑

βi

cαβωβi ∧ ωi +
∑

βγ

cαβωβγ ∧ ωγ = 0. (6.1.3)

From (6.1.2), since the coefficient of ωi ∧ ωγ in (6.1.3) is zero, we obtain

∑

β

cαβ(−ωβi(eγ) + ωβγ(ei)) = 0. (6.1.4)

But rank(cαβ) = k, hence:

ωβi(eγ) = ωβγ(ei).

From condition (3) of Definition 6.1.1, we have

[eα, eβ ] =
∑

γ

uαβγeγ = ∇eα
eβ −∇eβ

eα

=
∑

i

(ωβi(eα) − ωαi(eβ))ei +
∑

γ

(ωβγ(eα) − ωαγ(eβ))eγ .

Hence
ωβi(eα) = ωαi(eβ),

ωβγ(eα) − ωαγ(eβ) = uαβγ ,

where uαβγ is a function of f . In particular, we have

ωβα(eα) = uαβα,

is a function of f . Using (6.1.4), we have

ωβi(eα) = ωβα(ei)
= ωαi(eβ) = ωαβ(ei) = −ωβα(ei).

So ωαβ(ei) = 0 and ωαi(eβ) = 0, i.e., ωαβ = 0 on M , and ωαi = 0 on F .
This implies that the eα are parallel normal fields on M and that F is totally
geodesic.
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Note that eα on M can be obtained by applying the Gram-Schmidt process
to ∇fn+1, . . . ,∇fn+k, so eα is a global parallel normal frame on M , hence
the holonomy of ν(M) is trivial.

6.1.3. Corollary. With the same assumption as in Proposition 6.1.2,
(i) ∇fα|M is a parallel normal field on M for all n + 1 ≤ α ≤ n + k,
(ii) if v is a parallel normal field on M , then there exists t0 > 0 such that

{expx(tv(x))| x ∈ M} is a regular level submanifold of f for |t| < t0.

In order to prove that a regular level submanifold of an isoparametric
map is isoparametric we need the following simple and direct generalization of
Theorem 3.4.2 on Bonnet transformations.

6.1.4. Proposition. Suppose X : Mn → Nn+k(c) is an isometric im-
mersion with flat normal bundle, and v is a unit parallel normal field. Then
X∗ = aX + bv is an immersion if and only if (aI − bAv) is non-degenerate on
M . Here Av is the shape operator of M in the direction v, and (a, b) = (1, t)
for c = 0, is (cos t, sin t) for c = 1, and is (cosh t, sinh t) for c = −1.
Moreover:

(i) ν(M∗) is flat,
(ii) TMq = TM∗

q∗ , ν(M)q = ν(M∗)q∗ , where q∗ = X∗(q),
(iii) v∗ = −cbX + av is a parallel normal field on M∗,
(iv) A∗

v∗ = (cbI + aAv)(aI − bAv)−1.

Proof. We will prove only the case c = 0, the other cases being similar.
Let eA be an adapted frame on M . Taking the differential of X∗ we obtain

dX∗ = I − tAv + t(∇νv).

Since v is parallel, we have dX∗ = I − tAv . Hence X∗ is an immersion if
and only if (I − tAv) is invertible. So eA is also an adapted frame for M∗, and
the dual coframe is ω∗

i =
∑

j(δij − t(Av)ij)ωj . Moreover, ω∗
iα = ωiα, so we

have A∗
v∗ = Av(I − tAv)−1.

6.1.5. Proposition. With the same assumptions as in Proposition 6.1.2:
(i) the mean curvature vector of M is parallel,
(ii) the principal curvatures of M along a parallel normal field are constant.

Proof. We choose a local orthonormal frame eA as in the proof of
Proposition 6.1.2. Let

d(fα) =
∑

A

(fα)AωA,
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∇2fα =
∑

AB

(fα)
AB

ωA ⊗ ωB.

Using (6.1.1) we have

(fα)i = 0, (fα)β = cαβ .

Now (1.3.6) gives

(fα)ii = −
∑

β

cαβhiβi,

(fα)ββ = dcαβ(eβ) +
∑

γ

cαγωγβ(eβ),

so we have


fα =
∑

β

dcαβ(eβ) −
∑

β

cαβHβ +
∑

βγ

cαγωγβ(eβ),

where Hβ =
∑

i hiβi is the mean curvature of level submanifolds of f in the
direction of eβ . Since
fα, cαβ and ωγβ(eβ) are all functions of f ,

∑
β cαβHβ

is a function of f . However rank(cαβ) = k, and hence the Hα are functions
of f , i.e., each Hα’s is constant on M . But the eα are parallel normal fields on
M , so (i) is proved.

To prove (ii) we use the method used by Nomizu [No] in codimension one.
Let X be the position function of M in Rn+k. By Corollary 6.1.3, there exists
t0 > 0 such that X∗ = X + teα is an immersion if |t| < t0, and X∗(M) is a
regular level of f . Then, by (i), the mean curvature H∗

α of X∗ in the direction
of e∗α = eα is constant. Using Proposition 6.1.4 (iv) and the identity:

A(I − tA)−1 = A

∞∑

m=0

tmAm =
∞∑

m=0

Am+1tm,

we have

H∗
α =

∞∑

m=0

(tr(Am+1
eα

))tm. (6.1.5)

Note that H∗
α is independent of x ∈ M , so the right hand side of (6.1.5) is a

function of t alone. Hence tr(Am+1
eα

) is a function of t for all m and this implies
that the eigenvalues of Aeα are constant on M .

As a consequence of Propositions 6.1.2 and 6.1.5, we have

6.1.6. Theorem. Let f : Nn+k(c) → Rk be isoparametric, b a regular
value, and M = f−1(b). Then M is isoparametric.
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6.2. Curvature distributions

In this section we assume that Mn is an immersed isoparametric subman-
ifold of Rn+k. Since ν(M) is flat, by Proposition 2.1.2, {Av| v ∈ ν(M)q} is a
family of commuting self-adjoint operators on TMq , so there exists a common
eigendecomposition TMq =

⊕p
i=1 Ei(q). Let {eα} be a local orthonormal

parallel normal frame. By definition of isoparametric, Aeα(x) and Aeα(q) have
same eigenvalues. So Ei’s are smooth distributions and TM =

⊕
Ei. The

Ei’s are characterized by the equation

Aeα
|Ei = niαidEi

,

together with the conditions that if i �= j then there exists α0 with niα0 �= njα0 .
Note that the Ei(q) are the common eigenspaces of all the shape operators at
q, so they are independent of the choice of the eα, and are uniquely determined
up to a permutations of their indices. These distributions Ei are called the
curvature distributions of M .

We will make the following standing assumptions:

(1) M has p curvature distributions E1, . . . , Ep, and mi = rank(Ei).

(2) Let {ei} be a local orthonormal tangent frame for M such that Ei is
spanned by {ej |µi−1 < j ≤ µi}, where µi =

∑i
s=1 ms. So we have

ωαβ = 0, (6.2.1)

ωiα = λiαωi, (6.2.2)

where λiα are constant. In fact, λiα = njα if µj−1 < i ≤ µj .

(3) Let vi =
∑

α niαeα. Then

Av|Ei = 〈v, vi〉idEi , (6.2.3)

for any normal field v. Clearly (6.2.3) characterizes the vi, so in particular vi

is independent of the choice of eα, i.e., each vi is a well-defined normal field
associated to Ei. In fact, if ēα is another local parallel normal frame on M and
n̄iα the eigenvalues of Aēα

then

vi =
∑

α

n̄iαēα =
∑

α

niαeiα.

We call vi the curvature normal of M associated to Ei.

(4) Let ni = (nin+1, . . . , nin+k).

If M is isoparametric in Rn+k then M is also isoparametric in Rn+k+1.
To avoid this redundancy, we make the following definition:
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6.2.1. Definition. A submanifold M of Rn+k is full if M is not included in
any affine hyperplane of Rn+k.

6.2.2. Definition. An immersed, full, isoparametric submanifold Mn of Rn+k

is called a rank k isoparametric submanifold in Rn+k.

6.2.3. Proposition. An immersed isoparametric submanifold Mn of Rn+k is
full if and only if the curvature normals v1, . . . , vp spans ν(M). In particular,
if Mn is full and isoparametric in Rn+k then k ≤ n.

Proof. Note that v1, . . . , vp span ν(M) if and only if the rank of the
k × p matrix N = (niα) is k. Suppose M is contained in a hyperplane normal
to a constant unit vector u0 ∈ Rn+k. Then we can choose en+1 = u0, so
nin+1 = 0 for all i, and rank(N) < k. Conversely, if rank(N) < k then there
exists a unit vector c = (cα) ∈ Rk such that 〈c, ni〉 = 0 for all 1 ≤ i ≤ p.
We claim that v =

∑
α cαeα is a constant vector b in Rn+k. To see this, we

note that the eigenvalues of Av are 〈v, vi〉 = 〈c, ni〉 = 0, i.e., Av = 0. But
dv = −Av , so v is constant on M . Then it follows that

d(〈X, b〉) = 〈dX, b〉 =
∑

i

ωi〈ei, b〉 = 0.

Hence 〈X, b〉 = c0 a constant, i.e., M is contained in a hyperplane.

Recall that the endpoint map Y : ν(M) → Rn+k is defined by Y (v) =
x + v for v ∈ ν(M)x. Using the frame eA, we can write

Y = Y (x, z) = x +
∑

α

zαeα(x).

The differential of Y is

dY = dX +
∑

α

zαdeα +
∑

α

dzαeα

=
p∑

i=1

(1 − 〈z, ni〉)idEi
+

∑

α

dzαeα.

Now recall also that a point y of Rn+k is called a focal point of M if it is a
singular value of Y , that is if it is of the form y = Y (v) where dYv has rank
less than n + k. The set Γ of all focal points of M is called the focal set of M

6.2.4. Proposition. LetM be an immersed isoparametric submanifoldMn of
Rn+k and Γ its focal set. For each q ∈ M let Γq denote the intersection of Γ with
the normal plane q+ν(M)q to M at q. Then Γ, is the union of the Γq , and each
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Γq is the union of the p hyperplanes 	i(q) = {q + v| v ∈ ν(M)q, 〈v, vi〉 = 1}
in q + ν(M)q . These 	i(q) are called the focal hyperplane associated to Ei at
q.

6.2.5. Corollary.
(1) The curvature normal vi(q) is normal to the focal hyperplane 	i(q) in

q + ν(M)q .
(2) The distance d(q, 	i(q)) from q to 	i(q) is 1/‖vi‖.

6.2.6. Proposition. Let X : Mn → Rn+k be an immersed isoparametric
submanifold, and v a parallel normal field. Then X + v is an immersion if and
only if 〈vi, v〉 �= 1 for all 1 ≤ i ≤ p. Moreover,

(i) the parallel set Mv defined by v, i.e., the image of X + v, is an immersed
isoparametric submanifold,

(ii) let q∗ = q + v(q), then TMq = T (Mv)q∗ , ν(M)q = ν(Mv)q∗ , and
q + ν(M)q = q∗ + ν(Mv)q∗

(iii) if {eα} is a local parallel normal frame on M then {ēα} is a local
parallel normal frame on Mv , where ēα(q∗) = eα(q),

(iv) E∗
i (q∗) = Ei(q) are the curvature distributions of Mv , and the corre-

sponding curvature normals are given by

v∗i (q∗) = vi(q)/(1 − 〈v, vi〉),

(v) the focal hyperplane 	∗i (q
∗) of Mv associated to E∗

i is the same as the
focal hyperplane 	i(q) of M associated to Ei.

Proof. Since v is parallel, there exist constants zα such that v =∑
α zαeα. The differential of X + v is

d(X + v) = dX +
∑

α

zαdeα

=
∑

i

ωiei −
∑

i,α

zαωiαei

=
∑

i

(1 −
∑

α

zαλiα)ωiei.

So we may choose the following local frame on Mv:

e∗A = eA, ω∗
i = (1 −

∑

α

zαλiα)ωi.
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Then ω∗
AB = 〈de∗A, e∗B〉 = ωAB . In particular, we have

ω∗
αβ = 0,

ω∗
iα = λiαωi =

λiα

1 −
∑

β zβλiβ
ω∗

i ,

which proves the proposition.

Next we will prove that the curvature distributions are integrable. First we
need some formulas for the Levi-Civita connection of M in terms of Ei. Using
(6.2.1), (6.2.2) and the structure equations, we have

dωiα = d(λiαωi) = λiαdωi = λiα

∑

j

ωij ∧ ωj

=
∑

j

ωij ∧ ωjα =
∑

j

λjαωij ∧ ωj ,

so ∑

j

(λiα − λjα)ωij ∧ ωj = 0.

Suppose ωij =
∑

m γijmωm, then we have

∑

j,m

(λiα − λjα)γijmωm ∧ ωj = 0.

This implies that

6.2.7. Proposition. Let ωij =
∑

m γijmωm. Then

(λiα − λjα)γijm = (λiα − λmα)γimj , if j �= m.

In particular, if ei, em ∈ Ei1 , ej ∈ Ei2 , and i1 �= i2, then γijm = 0.

6.2.8. Theorem. Let Mn be an immersed isoparametric submanifold of
Rn+k. Then each curvature distribution Ei is integrable.

Proof. For simplicity, we assume i = 1 and m = m1. E1 is defined
by the following 1-form equations on M :

ωi = 0, m < i ≤ n.



114 Part I Submanifold Theory

Using the structure equation, we have

dωi =
m∑

j=1

ωij ∧ ωj =
m∑

j,s=1

γijsωs ∧ ωj .

Since ωij = −ωji, γijs = −γjis, which is zero by Proposition 6.2.7. So E1 is
integrable.

6.2.9. Theorem. Let Mn be a complete, immersed, isoparametric subman-
ifold of Rn+k, Ei the curvature distributions, vi the corresponding curvature
normals, and 	i(q) the focal hyperplane associated to Ei at q ∈ M . Let Si(q)
denote the leaf of Ei through q.

(1) If vi �= 0 then
(i) Ei(x)⊕Rvi(x) is a fixed (mi +1)-plane ξi in Rn+k for all x ∈ Si(q),
(ii) x + (vi(x)/‖vi(x)‖2) is a constant c0 ∈ ξi for all x ∈ Si(q),
(iii) Si(q) is the standard sphere of c0 + ξi with radius 1/‖vi‖ and center

at c0,
(iv) Ei(x)⊕ν(M)x is a fixed (mi+k)-plane ηi in Rn+k for all x ∈ Si(q),
(v) 	i(x) = 	i(q) for all x ∈ Si(q), which is the (k − 1)-plane perpen-

dicular to c0 + ξi in c0 + ηi at c0,
(vi) given y ∈ 	i(q) we have ‖x − y‖ = ‖q − y‖ for all x ∈ Si(q).

(2) If vi = 0 then Ei(x) = Ei(q) is a fixed mi-plane for all x ∈ Si(q) and
Si(q) is the plane parallel to Ei(q) passes through q.

Proof. It suffices to prove this theorem for E1. Let m = m1. To obtain
(1), we compute the differential of the map f = e1 ∧ . . .∧ em ∧ v1 from S1(q)
to the Grassman manifold Gr(m + 1, n + k). Since

e1 ∧ . . . ∧ em ∧ dv1 = 0

on S1(q), we have

d(e1 ∧ . . . ∧ em ∧ v1) =
∑

i≤m

e1 ∧ . . . ∧ (
∑

j>m

ωijej+
∑

α

ωiαeα) ∧ ei+1 ∧ . . . ∧ em ∧ v1.

Using Proposition 6.2.7, we have ωij =
∑

s≤m γijsωs = 0 if i ≤ m and
j > m. So we have

df =
∑

i≤m,α

e1 ∧ . . . ∧ ωiαeα ∧ ei+1 ∧ . . . ∧ em ∧ v1

=
∑

i≤m,α,β

e1 ∧ . . . ∧ n1αωieα ∧ ei+1 ∧ . . . ∧ em ∧ n1βeβ

=
∑

i≤m,α,β

n1αn1βωie1 ∧ . . . eα ∧ ei+1 . . . em ∧ eβ = 0,
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which proves (1)(i). Similarly one can prove (1)(iv) by showing that

d(e1 ∧ . . . ∧ em ∧ en+1 . . . ∧ en+k) = 0

on S1(q). Next we calculate the differential of X + (v1/‖v1‖2) on S1(q):

d

(

X +
v1

‖v1‖2

)

= IdE1 −
1

‖v1‖2
Av1 |E1.

Since Av|Ei = 〈v, vi〉idEi
, (1)(ii) follows, and (1)(iii) is a direct consequence.

Note that v1(x) is normal to 	1(x) in c0 + ξ1, so it follows from (1)(i) and
(1)(iv) that 	1(x) is perpendicular to c0 + ξ1 in c0 + η1 at c0 for all x ∈ S1(q).
Hence (1)(v) and (vi) follow.

If v1 = 0 then ωiα = 0 for i ≤ m. By Proposition 6.2.7, ωij = 0 on
S1(q) if i ≤ m and j > m. So d(e1 ∧ . . . ∧ em) = 0 on S1(q), which proves
(2).

Because an m0-plane is not compact, we have

6.2.10. Corollary. If Mn is a compact, immersed, full isoparametric
submanifold of Rn+k, then all the curvature normals of M are non-zero.

6.2.11. Proposition. Let ωij =
∑

m γijmωm. Then
(i) (λiα − λjα)γijm = hiαjm,
(ii) if ei ∈ Ei1 , ej ∈ Ei2 and i1 �= i2, then γijj = 0.

Proof. Using (2.1.19), we obtain

0 =
∑

m

hjαjmωm,

(λiα − λjα)ωij =
∑

m

hiαjmωm.

6.3. Coxeter groups associated to isoparametric submanifolds

In this section we assume that X : Mn → Rn+k is an immersed full
isoparametric submanifold. Let E0, E1, . . . , Ep be the curvature distributions,
vi the corresponding curvature normals, and 	i(q) the focal hyperplane in q +
ν(M)q associated to Ei. We may assume v0 = 0, so vi �= 0 for all i > 0. We
will use the following standing notations:
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(1) νq = q + ν(M)q .
(2) Rq

i denotes the reflection of νq across the hyperplane 	i(q).
(3) T q

i denotes the linear reflection of ν(M)q along vi(q), i.e.,

T q
i (v) = v − 2

〈v, vi(q)〉
‖vi‖2

vi(q).

(3) Let ϕi be the diffeomorphism of M defined by ϕi(q) = the antipodal
point of q in the leaf sphere Si(q) of Ei for i > 0. Note that ϕ2

i is clearly the
identity map of M ; we call it the involution associated to Ei.

(4) Sp will denote the group of permutations of {1, . . . , p}.

It follows from (1) of Theorem 6.2.9 that

ϕi = X + 2
vi

‖vi‖2
,

ϕi(q) = Rq
i (q).

Since ϕi is a diffeomorphism it follows from Proposition 6.2.6 that:

6.3.1. Proposition. If vi �= 0 then 1− 2(〈vi, vj〉/‖vi‖2) never vanishes for
0 ≤ j ≤ p.

6.3.2. Theorem. There exist permutations σ1, . . . , σp in Sp such that
(1) Ej(ϕi(q)) = Eσi(j)(q), i.e., ϕ∗

i (Ej) = Eσi(j), in particular we have
mj = mσi(j),

(2) vσi(j)(q) =
(
1 − 2 〈vi,vσi(j)〉

‖vi‖2 ) vj(ϕi(q)
)

,

(3) T q
i (vj(q)) =

(
1 − 2 〈vi,vσi(j)〉

‖vi‖2

)−1

vσi(j)(q).

Proof. It suffices to prove the theorem for E1. Note that ϕ1 = X + v
and Mv = ϕ1(M) = M , where v = 2v1/‖v1‖2 is parallel. So by Proposition
6.2.6 (iv), there exists σ ∈ Sp such that (1) is true.

By Proposition 6.2.6 (iii), ēα(x) = eα(ϕ1(x)) gives a parallel normal
frame on M . So the two parallel normal frames ēα and eα differ by a constant
matrix C in O(k). To determine C, we parallel translate eα(q) with respect to
the induced normal connection of M in Rn+k to q∗ = ϕ1(q). Let ξ1, η1, c0 be
as in Theorem 6.2.9. Then the leaf S1(q) of E1 at q is the standard sphere in
the (m1 + 1)-plane c0 + ξ1, which is contained in the (m1 + k)-plane c0 + η1,
and eα|S1(q) is a parallel normal frame of S1(q) in c0 + η1. In particular, the
normal parallel translation of eα(q) to q∗ on S1(q) in c0 + η1 is the same as
the normal parallel translation on M in Rn+k. Note that the normal planes of
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S1(q) at q and q∗ in c0 + η1 are the same. Let π denote the parallel translation
in the normal bundle of S1(q) in c0 + η from q to q∗. Then it is easy to see that
π(v1(q)) = −v1(q) and π(u) = u if u is a normal vector at q perpendicular to
v1(q), i.e., π is the linear reflection Rq

1 of ν(M)q along v1(q). So

eα(q∗) = T q
1 (eα(q)) = T q

1 (ēα(q∗)).

Since (T q
1 )−1 = T q

1 ,

ēα(q∗) = T q
1 (eα(q∗)) = eα(q∗) − 2

〈v1(q), eα(q∗)〉
‖v1‖2

v1(q).

But v1(q∗) = −v1(q), so we have

ēα = eα − 2
〈eα, v1〉
‖v1‖2

v1

=
∑

α,β

(δαβ − 2
n1αn1β

‖n1‖2
)eβ .

(6.3.1)

Let λiα and λ̄iα be the eigenvalues of Aeα and Aēα on Ei respectively. Then
(6.3.1) implies that

λ̄iα =
∑

β

(δαβ − 2
n1αn1β

‖n1‖2
)λiβ .

We have proved that Ei(q∗) = Eσ(i)(q), so using Proposition 6.2.6 (iv) we
have

λiα =
λσ(i)α

1 − 2 〈v1,vσ(i)〉
‖v1‖2

. (6.3.2)

Note that

vi(ϕ1(q)) = T q
1 (vi(q)), since vi is parallel

= (vi − 2
〈v1, vi〉
‖v1‖2

v1)(q)

=
∑

α

λ̄iαēα(ϕ1(q)) =
∑

α

λ̄iαeα(q), by (6.3.2)

=
∑

α

λσ(i)α

1 − 2 〈v1,vσ(i)〉
‖v1‖2

eα(q),

=
(

1 − 2
〈v1, vσ(i)〉
‖v1‖2

)−1

vσ(i)(q).
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As a consequence of Theorem 6.3.2 (3) and Corollary 5.3.7, we have

6.3.3. Corollary. The subgroup W q of O(ν(M)q) generated by the linear
reflections T q

1 , . . . , T q
p is a finite Coxeter group.

From the fact that the curvature normals are parallel we have:

6.3.4. Proposition. Let πq,q′ : ν(M)q → ν(M)q′ denote the parallel
translation map. Then πq,q′ conjugates the group W q to W q′

. In particular,
we have associated to M a well-defined Coxeter group W .

6.3.5. Theorem. Rq
i (	j(q)) = 	σi(j)(q).

Proof. It suffices to prove the theorem for i = 1, j = 2. We may
assume that σ1(2) = 3. In our proof q is a fixed point of M , so we will drop the
reference to q whenever there is no possibility of confusion. Let 	 = R1(	2).
Since vi is normal to 	i, it follows from Theorem 6.3.2(3) that 	 is parallel
to 	3. Choose q′ ∈ 	3 and Q ∈ 	 such that ‖q − q′‖ = d(q, 	3) = c and
‖q − Q‖ = d(q, 	) respectively. Let 1/a = ‖v1‖ and 1/b = ‖v2‖. By

Theorem 6.2.9,
−→
qq′ = v3/‖v3‖2. Note that 6.3.2(3) gives

T1(v2) =
(

1 − 2
〈v1, v3〉
‖v1‖2

)−1

v3. (6.3.3)

We claim that
−→
qq′ = −→

qQ, which will prove that 	 = 	3. It is easily seen that
−→
qq′

and
−→
qQ are parallel. We divide the proof of the claim into four cases:

(Case i) 	1 ‖ 	2 and v1, v2 are in the opposition directions.

Let n be the unit direction of v2. Then
−→
qQ = −(2a + b)n. Note that v3

is equal to (ε/c)n for ε = 1 or −1. Using (6.3.3), we have

T1(v2) = T1

(
1
b
n

)

= −1
b
n

=
(

1 − 2
〈v1, v3〉
‖v1‖2

)−1

v3 =
(
1 + 2

εa

c

)−1 ε

c
n.
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So
−1/b =

ε

c
(1 + 2aε/c)−1. (6.3.4)

If ε = 1 then the right hand side of (6.3.4) is positive, a contradiction. So
ε = −1. Then (6.3.4) implies c = 2a + b, which proves the claim.

(Case ii) 	1 ∩ 	2 �= ∅, and 〈v1, v2〉 < 0.

Note that 〈T1(v2), v1〉 = 〈v2, T1(v1)〉 = 〈v2,−v1〉 > 0 and T1(v2) and−→
qQ are in the same direction. We claim that v3 and T1(v2) are in the same
direction. If not then it follows from 〈T1(v2), v1〉 > 0 that 〈v3, v1〉 < 0. By
(6.3.3), T1(v2) and v3 are in the same direction, a contradiction. So 〈v1, v3〉 >
0. Let θ denote the angle between v1 and v3, which is also the angle between
v1 and T1(v2). Let ‖v3‖ = 1/c; computing the length of both sides of (6.3.3)
gives

1/b =
1
c
(1 − 2a cos θ/c)−1,

i.e., c = b + 2a cos θ. Let α and γ be the angles shown in the diagram. Then

−→
qQ = r sin(θ + α)

= r(sin(θ − α) + 2 cos θ sinα)
= b + 2a cos θ.

This proves
−→
qQ =

−→
qq′.
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The proofs of the claim for the following two cases are similar to those for
(i) and (ii) respectively and are left to the reader.

(iii) 	1 ‖ 	2 and v1, v2 are in the same direction.
(iv) 	1 ∩ 	2 �= ∅, and 〈v1, v2〉 ≥ 0.

As a consequence of Corollary 5.3.7, we have:

6.3.6. Corollary. If Mn is a rank k isoparametric submanifold of Rn+k,
then:

(i) the subgroup of isometries of νq = q+ν(M)q generated by the reflections
Rq

i in the focal hyperplanes 	i(q) is a finite rank k Coxeter group, which is
isomorphic to the Coxeter group W associated to M ,

(ii)
⋂
{	i(q)|1 ≤ i ≤ p} consists of one point.

Let 
q be the connected component of νq −
⋂
{	i|1 ≤ i ≤ p} containing

q. Then the closure 
̄q is a simplicial cone and a fundamental domain of W
and {vi| 	i(q) contains a (k − 1) − simplex of 
̄q} is a simple root system
for W . If ϕ ∈ W and ϕ(	i) = 	j then by Theorem 6.3.2 we have mi = mj .
So we have

6.3.7. Corollary. We associate to each rank k isoparametric submanifold
Mn of Rn+k a well-defined marked Dynkin diagram with k vertices, namely
the Dynkin diagram of the associated Coxeter group with multiplicities mi.

6.3.8. Examples. Let G be a compact, rank k simple Lie group, and G its Lie
algebra with inner product 〈 , 〉, where −〈 , 〉 is the Killing form of G. Let T
be a maximal abelian subalgebra of G, a ∈ T a regular point, and M = Ga the
principal orbit through a. Since this orthogonal action is polar (T is a section),
M is isoparametric in G of codimension k. Note that

TMx = {[ξ, x]| ξ ∈ G},
ν(M)gag−1 = gT g−1.

Given b ∈ T , b̂(gag−1) = gbg−1 is a well-defined normal field on M . Since
db̂a([ξ, a]) = [ξ, b] and

〈[ξ, b], t〉 = 〈−[b, ξ], t〉 = 〈ξ, [b, t]〉 = 〈ξ, 0〉 = 0

for all t ∈ ν(M)a, b̂ is parallel and the shape operator is

Ab̂([ξ, a]) = −[ξ, b]. (6.3.5)

To obtain the common eigendecompositions of {Ab̂}, we recall that if 
+ is a
set of positive roots of G then there exist xα, yα in G for each α ∈ 
+ such
that

G = T ⊕ {Rxα ⊕ Ryα| α ∈ 
+},
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[t, xα] = α(t)yα, [t, yα] = −α(t)xα, (6.3.6)

where α(t) = 〈α, t〉, and t ∈ T . Using (6.3.5) and (6.3.6), we have

Ab(xα) = −α(b)
α(a)

xα, Ab(yα) = −α(b)
α(a)

yα.

This implies that the curvature distributions of M are given by Eα = Rxα ⊕
Ryα for α ∈ 
+ and the curvature normals are given by vα = −α/〈α, a〉. So
the Coxeter group associated to M as an isoparametric submanifold is the Weyl
group of G, and all the multiplicities are equal to 2.

If v ∈ ν(M)q , then q + v ∈ 	i(q) if and only if 〈v, vi〉 = 1, so as a
consequence of Corollary 6.3.6 (ii), we have:

6.3.9. Corollary. If Mn is a rank k isoparametric submanifold of Rn+k,
then there exists a ∈ Rk such that 〈a, ni〉 = 1 for all 1 ≤ i ≤ p.

6.3.10. Corollary. Suppose X : Mn → Rn+k is a rank k immersed
isoparametric submanifold and all the curvature normals are non-zero. Then
there exist vectors a ∈ Rk and c0 ∈ Rn+k such that M is contained in the
sphere of radius ‖a‖ centered at c0 in Rn+k so that

X +
∑

α

aαeα = c0.

In particular, we have

⋂
{	i(q)| q ∈ M, 1 ≤ i ≤ p} = {c0}.

Proof. By Corollary 6.3.9, there exists a ∈ Rk such that 〈a, ni〉 = 1.
We claim that the map X +

∑
α aαeα is a constant vector c0 ∈ Rn+k on M ,

because

d

(

X +
∑

α

aαeα

)

=
p∑

i=1

(1 − 〈a, ni〉) idEi
= 0.

So we have
‖X − c0‖2 = ‖

∑

α

aαeα‖2 = ‖a‖2.

6.3.11. Corollary. The following statements are equivalent for an immersed
isoparametric submanifold Mn of Rn+k:
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(i) M is compact,
(ii) all the curvature normals of M are non-zero.
(iii) M is contained in a standard sphere in Rn+k.

6.3.12. Corollary. If Mn is a rank k isoparametric submanifold of Rn+k

and zero is one of the curvature normals for M corresponding to the curvature
distribution E0, then there exists a compact rank k isoparametric submanifold
M1 of Rn+k−m0 such that M = E0 × M1.

Proof. By Corollary 6.3.9, there exists a ∈ Rk such that 〈a, ni〉 = 1
for all 1 ≤ i ≤ p. Consider the map X∗ = X +

∑
α aαea : M → Rn+k.

Then

dX∗ =
p∑

i=0

(1 − 〈a, ni〉) idEi = idE0 ,

and M∗ = X∗(M) is a flat m0-plane of Rn+k. So X∗ : M → M∗ is a
submersion, and in particular the fiber is a smooth submanifold of M . But the
tangent plane of the fiber is

⊕p
i=1 Ei, so it is integrable. On the other hand⊕p

i=1 Ei is defined by
ωi = 0, i ≤ m0,

so we have

0 = dωi =
∑

j>m0

ωij ∧ ωj =
∑

j,m>m0

γijm ωm ∧ ωj .

Hence
γijm = γimj , for i ≤ m0, j �= m > m0. (6.3.7)

By Proposition 6.2.7, we have

λjαγijm = λmαγimj , for i ≤ m0. (6.3.8)

If ej , em ∈ Es for some s > 0, then Proposition 6.2.7 imply that γijm = 0. If
ej and em belong to different curvature distributions, then there exists α0 such
that λjα0 �= λmα0 . So (6.3.7) and (6.3.8) implies that γijm = 0. Therefore we
have proved that

ωij = 0, ωiα = 0, i ≤ m0, j > m0,

on M . Let M1 = (X∗)−1(q∗). Then both M and M1 × E0 have flat normal
bundles and the same first, second fundamental forms. So the fundamental
theorem of submanifolds (Corollary 2.3.2) implies that M = M1 × E0.
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Next we discuss the irreduciblity of the associated Coxeter group of an
isoparametric submanifold, which leads to a decomposition theorem for isopara-
metric submanifolds.

If Mni
i is isoparametric in Rni+ki with Coxeter group Wi on Rki for

i = 1, 2, then M1 ×M2 is isoparametric in Rn1+n2+k1+k2 with Coxeter group
W1 × W2 on Rk1 × Rk2 . The converse is also true.

6.3.13. Theorem. Let Mn be a compact rank k isoparametric submanifold
of Rn+k, and W its associated Coxeter group. Suppose Rk = Rk1 × Rk2 and
W = W1 × W2, where Wi is a Coxeter group on Rki . Then there exist two
isoparametric submanifolds M1, M2 with Coxeter groups W1, W2 respectively
such that M = M1 × M2.

Proof. We may assume that ni ∈ Rk1 × 0, Ri ∈ W1 for i ≤ p1, and
nj ∈ 0 × Rk2 , Rj ∈ W2 for j > p1. Since W1 is a finite Coxeter group,
there exists a constant vector a ∈ Rk1 × 0 such that 〈a, ni〉 = 1 for all i ≤ p1.
Consider X∗ = X +

∑
α aαeα. Since 〈a, nj〉 = 0 for all j > p1, we have

dX∗ =
p∑

j>p1

idEj
.

So an argument similar to that in Corollary 6.3.12 implies that V =
⊕

i≤p1
Ei

and H =
⊕p

j>p1
Ej are integrable, and that M is the product of a leaf of V

and a leaf of H .

6.3.14. Definition. An isoparametric submanifold Mn of Rn+k is called
irreducible, if M is not the product of two lower dimensional isoparametric
submanifolds.

As a consequence of Theorem 6.3.13, we have:

6.3.15. Proposition. An isoparametric submanifold of Euclidean space is
irreducible if and only if its associated Coxeter group is irreducible.

Since every Coxeter group can be written uniquely as the product of irre-
ducible Coxeter groups uniquely up to permutation, we have:

6.3.16. Theorem. Every isoparametric submanifold of Euclidean space can
be written as the product of irreducible ones, and such decomposition is unique
up to permutation.

As a consequence of Corollary 6.3.11 and the following proposition we see
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that the set of compact, isoparametric submanifolds of Euclidean space coincides
with the set of compact isoparametric submanifolds of standard spheres.

6.3.17. Proposition. If Mn is an isoparametric submanifold of Sn+k then
M is an isoparametric submanifold of Rn+k+1.

Proof. Let X : M → Sn+k be the immersion, and {eA} the adapted
frame for X , ωi the dual coframe, and ωAB the Levi-Civita connection 1-form.
We may assume that eα’s are parallel, i.e., ωαβ = 0 for n < α, β ≤ n + k.
Set en+k+1 = X , then {e1, . . . , en+k+1} is an adapted frame for M as an
immersed submanifold of Rn+k+1. Since

den+k+1 = dX =
∑

ωiei,

we have ωn+k+1,α = 0 and Aen+k+1 = −id. This implies that M is isopara-
metric in Rn+k+1.

6.4. Existence of isoparametric polynomial maps

In this section, given an isoparametric submanifold Mn of Rn+k, we will
construct a polynomial isoparametric map on Rn+k which has M as a level
submanifold. This construction is a generalization of the Chevalley Restriction
Theorem in Example 5.6.16.

By Corollary 6.3.11 and 6.3.12, we may assume that Mn is a compact,
rank k isoparametric submanifold of Rn+k, and M ⊆ Sn+k−1. Let W be the
Coxeter group associated to M , and p the number of reflection hyperplanes of
W , i.e., M has p curvature normals. In the following we use the same notation
as in section 6.2.

Given q ∈ M , there is a simply connected neighborhood U of q in M such
that U is embedded in Rn+k. Let eα be a parallel normal frame, vi the curvature
normals

∑
α niαeα, and ni = (nin+1, . . . , nin+k). Let Y : U ×Rk → Rn+k

be the endpoint map, i.e., Y (x, z) = x +
∑

α zαeα(x). Then there is a small
ball B centered at the origin in Rk such that Y |U × B is a local coordinate
system for Rn+k. In particular, z · ni < 1 for all z ∈ B and 1 ≤ i ≤ p. We
denote Y (U × B) by O. In fact, O is a tubular neighborhood of M in Rn+k.
Since M ⊆ Sn+k−1, by Corollary 6.3.10 there exists a vector a ∈ Rk such that

X =
∑

α

aαeα.
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Then
Y = X +

∑

α

zαeα =
∑

α

(zα − aα)eα.

Let y = z − a (note that y = 0 corresponds to the origin of Rn+k and the
W -action on q + ν(M)q induces an action on Rk which is linear in y). Then
yα is a smooth function defined on the tubular neighborhood O of M in Rn+k.
It is easily seen that any W -invariant smooth function u on Rk can be extended
uniquely to a smooth function f onO that is constant on all the parallel subman-
ifolds of the form Mv , where v is a parallel normal field on M with v(q) ∈ B.
That is, we extend f by the formula f(Y (x, z)) = u(z − a) = u(y). We will
call this f simply the extension of u.

In order to construct a global isoparametric map for M , we need the fol-
lowing two lemmas.

6.4.1. Lemma. If u : Rk → R is a W -invariant homogeneous polynomial
of degree k, then the function

ϕ(y) =
p∑

i=1

mi
∇u(y) · ni

y · ni

is a W -invariant homogeneous polynomial of degree k − 2.

Proof. Let Ri denote the reflection of Rk along the vector ni. Since
u(Riy) = u(y), ∇u(Ri(y)) = Ri(∇u(y)). We claim that ∇u(y) · ni = 0
if y · ni = 0. For if y · ni = 0 then Ri(y) = y, so ∇u(y) = Ri(∇u(y)),
i.e., ∇u(y) · ni = 0. Therefore ϕ(y) is a homogeneous polynomial of degree
k − 2. To check that ϕ is W -invariant, we note that

ϕ(Ri(y)) =
∑

j

mj
∇u(Ri(y)) · nj

Ri(y) · nj

=
∑

j

mj
Ri(∇u(y)) · nj

Ri(y) · nj

=
∑

j

mj
∇u(y) · Ri(nj)

y · Ri(nj)
.

Then the lemma follows from Theorem 6.3.2 (3).

6.4.2. Lemma. Let u : Rk → R be a W -invariant homogeneous polynomial
of degree k, and f : O → R its extension. Then

(i) 
f is the extension of a W -invariant homogeneous polynomial of degree
(k − 2) on Rk,
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(ii) ‖∇f‖2 is the extension of a W -invariant homogeneous polynomial of
degree 2(k − 1) on Rk

Proof. Since

dY =
∑

i

(1 − z · ni) idEi
+

∑

α

dzαeα

=
∑

i

y · zi idEi
+

∑

α

dyαeα,

we may choose a local frame field e∗A = eA on O ⊂ Rn+k, and the dual
coframe is

ω∗
j = (y · ni)ωj , if

i−1∑

r=1

mr < j ≤
i∑

r=1

mr,

ω∗
a = dyα.

The Levi-Civita connection 1-form on O is ω∗
AB = ωAB . Then by (1.3.6) we

have


yα = −
p∑

i=1

miniα

y · ni
.

Since f(x, y) = u(y), we have

df =
∑

α

uαω∗
α, ‖∇f‖2 = ‖∇̄u‖2,


f = 
̄u +
∑

i

mi
∇̄u · ni

y · ni
,

where 
̄, ∇̄ are the standard Laplacian and gradient on Rk. Then (i) follows
from Lemma 6.4.1. To prove (ii), we note that ∇̄u(Ri(y)) = Ri(∇̄u(y)), so
‖∇̄u‖2 is a W -invariant polynomial of degree 2(k − 1) on Rk.

6.4.3. Theorem. Let Mn be a rank k isoparametric submanifold in Rn+k,
W the associated Coxeter group, q a point on M , and νq = q+ν(M) the affine
normal plane at q. If u : νq → R is a W -invariant homogeneous polynomial
of degree m, then u can be extended uniquely to a homogeneous degree m
polynomial f on Rn+k such that f is constant on M .

Proof. We may assume νq = Rk. We prove this theorem on O by
using induction on the degree k of u. The theorem is obvious for m = 0.
Suppose it is true for all 	 < m. Given a degree m W -invariant homogeneous
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polynomial u on Rk, by Lemma 6.4.2, ‖df‖2 is again the extension of a W -
invariant homogeneous polynomial of degree 2k − 2 on Rk. Applying Lemma
6.4.2 repeatedly, we have 
m−1(‖df‖2) is the extension of a degree zero W -
invariant polynomial, hence it is a constant. Therefore

0 = 
m(‖df‖2)

=
m∑

r=0

∑

s+s′=m−r
i,i1,...,ir

cr,s(
sf)i,i1,...,ir(
s′
f)i,i1,...,ir ,

where cr,s are constants depending on r and s. We claim that

(
sf)i,i1,...,ir
(
s′

f)i,i1,...,ir
, s′ = m − r − s,

is zero if r < m. For we may assume that s ≥ m−r−s, i.e., s ≥ s′, so s ≥ 1.
By Lemma 6.4.2, 
sf is the extension of a degree m − 2s W -invariant poly-
nomial on Rk. By the induction hypothesis, 
sf is a homogeneous polynomial
on O ⊂ Rn+k of degree m−2s, hence all the partial derivatives of order bigger
than m− 2s will be zero. We have r + 1 > r ≥ m − 2s by assumption, so we
obtain

0 =
∑

i,i1,...,im

f2
i,i1,...,im

,

i.e., Dαf = 0 in O for |α| = k + 1. This proves that f is a homogeneous
polynomial of degree k in O. There is a unique polynomial extension on Rn+k,
which we still denote by f .

By Theorem 5.3.18 there exist k homogeneous W -invariant polynomials
u1, . . . , uk on Rk such that the ring of W -invariant polynomials on Rk is the
polynomial ring R[u1, . . . , uk].

6.4.4. Theorem. Let M, W, q, νq be as in Theorem 6.4.3, and let u1, . . . , uk

be a set of generators of the W -invariant polynomials on νq . Then u =
(u1, . . . , uk) extends uniquely to an isoparametric polynomial mapf : Rn+k →
Rk having M as a regular level set. Moreover,

(1) each regular set is connected,
(2) the focal set of M is the set of critical points of f ,
(3) νq ∩ M = W · q,
(4) f(Rn+k) = u(νq),
(5) for x ∈ νq , f(x) is a regular value if and only if x is W -regular,
(6) ν(M) is globally flat.

Proof. Let f1, . . . , fk be the extended polynomials on Rn+k. Because
u1, . . . , uk are generators, f = (f1, . . . , fk) will automatically satisfies con-
dition (1) and (2) of Definition 6.1. Since yα are part of local coordinates,
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[yα, yβ ] = 0. But f is a function of y, so condition (3) of Definition 6.1.1 is
satisfied. Then (1)-(5) follow from the fact that u1, . . . , uk separate the orbits of
W and that regular points of the map u = (u1, . . . , uk) are just the W -regular
points. Finally, since {∇f1, . . . ,∇fk} is a global, parallel, normal frame for
M , ν(M) is globally flat.

6.4.5. Corollary. Let Mn be an immersed isoparametric submanifold of
Rn+k. Then

(i) M is embedded,
(ii) ν(M) is globally flat.

The above proof also gives a constructive method for finding all compact
irreducible isoparametric submanifolds of Euclidean space. To be more specific,
given an irreducible Coxeter group W on Rk with multiplicity mi for each
reflection hyperplane 	i of W such that mi = mj if g(	i) = 	j for some g ∈ W ,
i.e., given a marked Dynkin diagram. Suppose W has p reflection hyperplanes
	1, . . . , 	p. Let ai be a unit normal vector to 	i. Set n =

∑p
i=1 mi. Let

u1, . . . , uk be a fixed set of generators for the ring of W -invariant polynomials
on Rk, which can be chosen to be homogeneous of degree ki. Then there are
polynomials Vi,Φi, Uij , and Ψijm on Rk such that


ui = Vi(u), ∇ui · ∇uj = Uij(u),

∑

j

mj
∇ui · aj

y · aj
= Φi(u), [∇ui,∇uj ] =

∑

m

Ψijm(u)∇um.

Then any polynomial solution f = (f1, . . . , fk) : Rn+k → Rk, with fi being
homogeneous of degree ki, of the following system is an isoparametric map:


fi = Vi(f) + Φi(f),

∇fi · ∇fj = Uij(f), (6.4.1)

[∇fi,∇fj ] =
∑

m

Ψijm(f)∇fm.

Moreover, if M is any regular level submanifold of such an f , then the associated
Coxeter group and multiplicities of M are W and mi respectively.

Sinceu1 : Rk → R can be chosen to be
∑k

i=1 x2
i , the extensionf1 on Rn+k

is
∑n+k

i=1 x2
i . So (6.4.1) is a system of equations for (k−1) functions. Because

both the coefficients and the admissible solutions for (6.4.1) are homogeneous
polynomials, the problem of classifying isoparametric submanifolds becomes a
purely algebraic one.
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6.4.6. Remark. Theorem 6.4.4 was first proved by Münzner in [Mü1,2] for
the case of isoparametric hypersurfaces of spheres, i.e., for rank 2 isoparametric
submanifolds of Euclidean space. Suppose W is the dihedral group of 2p
elements on R2. Then W has p reflection lines in R2, and we may choose
aj = (cos(jπ/p), sin(jπ/p)) for 0 ≤ j < p. By Theorem 6.3.2, all mi’s are
equal to some integer m if p is odd, and m1 = m3 = · · · , m2 = m4 = · · · if
p is even. So we have n = pm if p is odd, and n = p(m1 +m2)/2 if p is even.
It is easily seen that we can choose

u1(x, y) = x2 + y2, u2(x, y) = Re((x + iy)p).

Let fi : Rn+2 → R be the extensions. Then f1(x) = ‖x‖2. Let F = f2. Then
it follows from a direct computation that (6.4.1) becomes the equations given
by Münzner in [Mü1,2]:


F (x) = c‖x‖p−2

‖∇F (x)‖2 = p2‖x‖2p−2,

where c = 0 if p is odd and c = (m2 − m1)p2/2 if p is even.

6.5. Parallel foliations and The Slice Theorem

In this section we will prove that the family of parallel sets of an isoparamet-
ric submanifold of Rm gives an orbit-like singular foliation on Rm. Moreover
we for this foliation have an analogue of the Slice Theorem for polar actions
(5.6.21), and this provides us with an important inductive method for the study
of such submanifolds.

Let X : Mn → Sn+k−1 ⊆ Rn+k be a rank k isoparametric submanifold,
q ∈ M , and νq = q + ν(M)q . Note that νq contains the origin. Then
νq −

⋂p
i=1 	i(q) has |W | (the order of W ) connected components. The closure


 of each component is a simplicial cone, and is a fundamental domain of W ,
called a chamber of W on νq .

Let σ be a simplex of 
. We define the following:
I(q, σ) = {j| σ ⊆ 	j(q)},
V (q, σ) =

⋂
{	j(q)| j ∈ I(q, σ)},

ξ(q, σ) = the orthogonal complement of V (q, σ) in νq through q,
η(q, σ) = ξ(q, σ) ⊕

⊕
{Ej(q)|j ∈ I(x, σ)},

mq,σ =
∑

{mj | j ∈ I(q, σ)},
Wq,σ = the subgroup of W generated by the reflections {Rq

j | j ∈ I(q, σ)}.

6.5.1. Proposition. Let X : Mn → Sn+k−1 ⊆ Rn+k be isoparametric,
q ∈ M , and 
 the chamber on νq containing q. Let σ be a simplex of 
, and



130 Part I Submanifold Theory

v a parallel normal field on M such that q + v(q) ∈ σ. Let f : Rn+k → Rk

be the isoparametric polynomial map constructed in Theorem 6.4.4. Then
(i) The map πv = X + v : M → Rn+k has constant rank n − mσ , so

the parallel set Mv = (X + v)(M) is an immersed submanifold of dimension
n − mσ and πv : M → Mv is a fibration.

(ii) Mv = f−1(f(q+v(q)), i.e., Mv is a level set of f , so Mv is an embedded
submanifold of Rn+k.

Proof. Note that

dπv = d(X + v) =
p∑

i=1

(1 − 〈v, vi〉) idEi
. (6.5.1)

If dim(σ) = k, i.e., q + v(q) ∈ σ = (
)0 the interior of 
, then πv is an
immersion and all the results follows from Proposition 6.2.6. If dim(σ) < k,
then i ∈ I(q, σ) if and only if 1 = 〈v, vi〉. So rank(πv) = n − mσ , which
proves (i). (ii) follows from the way f is constructed.

6.5.2. Corollary. With the same notation as in Proposition 6.5.1:
(i) If v, w are two parallel normal fields on M such that q+v(q) and q+w(q)

are distinct points in 
, then Mv ∩ Mw = ∅.
(ii) {Mv| q + v(q) ∈ 
} gives an orbit-like singular foliation on Rn+k, that

we call the parallel foliation of M on Rn+k.

Proof. Let u1, · · · , uk be a set of generators for the ring of W -invariant
polynomials on νq . Then u1, · · · , uk separates W -orbits. Since q + v(q)
and q + w(q) are two distinct points in 
, there exists i such that ui(q +
v(q)) �= ui(q + w(q)). But the isoparametric polynomial f is the extension
of u = (u1, . . . , uk) to Rn+k, f(q + v(q)) �= f(q + w(q)). But Mv =
f−1(f(q + v(q)). So (i) follows.

Given y ∈ Rn+k, let fy : M → R be the Euclidean distance function
defined by fy(x) = ‖x − y‖2. Since M is compact, there exists x0 ∈ M
such that fy(x0) is the absolute minimum of fy . So the index of fy at x0 is
zero, and it follows from Theorem 4.2.6 (iv) that y is in the chamber 
x0 on
νx0 containing x0. Let v be the unique parallel normal field on M such that
x0 + v(x0) = y. Then q + v(q) ∈ 
 and y ∈ Mv , which prove (ii).

6.5.3. Corollary. With the same notation as in Proposition 6.5.1, let B denote

∩ Sk−1, where Sk−1 is the unit sphere of νq centered at the origin (note that
0 ∈ νq). Then {Mv| q + v(q) ∈ B} gives an orbit-like singular foliation on
Sn+k−1, which will be called the parallel foliation of M on Sn+k−1.



6. Isoparametric Submanifolds 131

Given x ∈ Rn+k, we let Mx denote the unique leaf of the parallel foliation
of M that contains x. Then the parallel foliation of M in Sn+k−1 and Rn+k

can be rewritten as
{Mx| x ∈ 
},

{Mx| x ∈ 
 ∩ Sk−1},

respectively.

6.5.4. Proposition. If Mn ⊂ Sn+k−1 ⊂ Rn+k is isoparametric, then for
all r �= 0 we have

(i) rM is isoparametric for all r �= 0,
(ii) rMv is again a parallel submanifold of M if Mv is.

6.5.5. Corollary. Let Mn ⊂ Sn+k−1 ⊂ Rn+k be isoparametric, and F the
parallel foliation of M in Sn+k−1. Then the parallel foliation of M in Rn+k is
{rF | r ≥ 0, F ∈ F}.

6.5.6. Examples. Let G/K be a compact, rank k symmetric space. Since the
isotropy representation of G/K at eK is polar (Example 5.6.16), the principal
K-orbits are codimension k isoparametric submanifolds of P . Let G = K+P
be the orthogonal decomposition with respect to the Killing form on G, and M
a principal K-orbit in P . Then M is of rank k as an isoparametric submanifold,
ν(M)x is just the maximal abelian subalgebra through x inP , and the associated
Coxeter group W and chambers on νx are the standard ones for the symmetric
space. If v is a parallel normal field on M then the parallel submanifold Mv is
the K-orbit through x+v(x), i.e., the parallel foliation of M is the orbit foliation
of the K-action on P . If yi = x + v(x) lies on one and only one reflection
hyperplane 	i(x) then the orbit through yi is subprincipal (i.e., if gKzg

−1 ⊂
Kyi and gKzg

−1 �= Kyi then z is a regular point), and the differences of
dimensions between Kx and Kyi is mi. Therefore the marked Dynkin diagram
associated to M can be computed explicitly, and this will be done later.

In the following we calculate the mean curvature vector for each Mv .

6.5.7. Theorem. Let Mn ⊆ Sn+k−1 ⊆ Rn+k be isoparametric, and let
{vi| i ∈ I} be its set of curvature normal fields. Let q ∈ M ,
 a chamber on νq ,
σ a simplex of
, and v a parallel normal field such that q∗ = q+v(q) ∈ σ. Let
H∗ denote the mean curvature vector field of Mv in Rn+k. If x∗ = x+v(x) ∈
Mv , then

(i)

H∗(x∗) =
∑

i∈I \ I(q,σ)

mivi

1 − v · vi
(x),
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(ii) H∗(x∗) ∈ V (x, σ).
In particular we have the following identities:

∑

i∈I \ I(q,σ)

mi vi · vj

1 − v · vi
= 0, j ∈ I(q, σ).

Proof. Let I(σ) denote I(q, σ). It follows from (6.5.1) that

ν(Mv)x∗ = ν(M)x ⊕
⊕

{Ei(x)| i ∈ I(σ)},

T (Mv)x∗ =
⊕

{Ei(x)| i ∈ I \ I(σ)}.

We may assume e1(x), . . . , er(x) span T (Mv)x∗ (where r = n − m(q, σ)),
so {eα(x)| n + 1 ≤ α ≤ n + k} ∪ {ej(x)| j > r} spans ν(Mv)x∗ . Let ω∗

A

and ω∗
AB be the dual coframe and connection 1-forms on Mv . Then by (6.5.1),

ω∗
i = (1 − v · vs)ωi, if ei ∈ Es,

ω∗
AB = ωAB.

So the projection of H∗(x∗) onto ν(M)x is

∑

i∈I\I(σ)

mivi(x)
1 − v · vi

.

Let ω∗
ij =

∑
m γijmωm. Then by Proposition 6.2.7, γiji = 0 if i ≤ r and

j > r. This proves (i).
For (ii), we need to show that H∗(x∗) · vi(x) = 0 for all i ∈ I(σ).

It suffices to show that H∗(x∗) · v is a constant vector for all unit vector v ∈
Ei(x)⊕Rvi(x) (because H∗(x∗) ∈ ν(M)x, so H∗(x∗) ·e = 0 if e ∈ Ei(x)).
To prove this, we note that from vi/‖vi‖ defines a diffeomorphism from the leaf
Si(x) of Ei to the unit sphere of Ei(x) ⊕ Rvi(x), and the principal curvature
of Mv in these directions can be calculated as follows:

de∗j (x
∗) · vi(x)/‖vi‖ = dej(x) · vi(x)/‖vi‖ =

vs · vi

‖vi‖
ωj

=
vs · vi

1 − v · vj

ω∗
j

‖vi‖
,

is a constant if ej ∈ Es and j ≤ r.
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6.5.8. Corollary. With the same notation as in Theorem 6.5.7, let τ denote
the intersection of σ and the unit sphere of νq . Then

(i) Lτ =
⋃
{Mx| x ∈ τ} is a smooth submanifold of Sn+k−1,

(ii) let x0 ∈ τ , then Lτ is diffeomorphic to Mx0 × τ ,
(iii) the mean curvature vector of Mx in Lτ is equal to the mean curvature

vector of Mx in Sn+k−1.

Proof. (i) and (ii) are obvious, and (iii) is a consequence of Theorem
6.5.7 (ii).

6.5.9. The Slice Theorem. Let X : Mn → Rn+k be a rank k isoparametric
submanifold, W its Coxeter group, and mi its multiplicities. Let q ∈ M , and
let σ be a simplex of a chamber 
 of W on νq . Let ξσ , ησ , mσ , and Wσ denote
ξ(q, σ), η(q, σ), mq,σ , and Wq,σ respectively. Let v be a parallel normal field
on M such that q + v(q) ∈ σ, and let πv : M → Rn+k denote the fibration
X + v as in Proposition 6.5.1. Then:

(i) The connected component Sq,v of the fiber of πv through q is a mσ-
dimensional isoparametric submanifold of rank k − dim(σ) in the Euclidean
space ησ .

(ii) The normal plane at q to Sq,v in ησ is ξσ , the associated Coxeter group of
Sq,v is the Wσ , and the reflection hyperplanes of Sq,v at q are {	i(q)∩ ξσ| i ∈
I(q, σ)}.

(iii) If v∗ is a parallel normal field on M such that q + v∗(q) ∈ σ, then
Sq,v = Sq,v∗ , and will be denoted by Sq,σ .

(iv) If u is a parallel normal field on M such that q +u(q) ∈ ξσ , then u|Sq,σ

is a parallel normal field of Sq,σ in ησ .
(v) Given z ∈ V (q, σ) we have ‖x − z‖ = ‖q − z‖ for all x ∈ Sq,σ .
(vi) If x ∈ Sq,σ then σ is a simplex in νx and V (x, σ) = V (q, σ).

Proof. (iii) follows from the fact that Ker(dπv) = Ker(dπv∗), which
is ⊕

{Ei|i ∈ I(q, σ)}.

Let q∗ = πv(q). It is easily seen that we have

T (Mv)q∗ =
⊕

{Ej |j is not in I(q, σ)},

ν(Mv)q∗ = ν(M)x ⊕
⊕

{Ei(x)|i ∈ I(q, σ)}, (6.5.2)

T (Sq,σ)x =
⊕

{Ei(x)|i ∈ I(q, σ)},

for all x ∈ Sq,σ . Note that the left hand side of (6.5.2) is a fixed plane in-
dependent of x ∈ Sq,σ and the right hand side of (6.5.2) always contains the
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tangent plane of Sq,σ . Hence Sq,σ ⊂ q +ν(Mv)q∗ . Moreover, if u is a parallel
normal field on M such that u(q) is tangent to V (q, σ) then 〈u, vi〉 = 0 for all
i ∈ I(q, σ). This implies that d(u|Sq,σ) = 0, i.e., V (q, σ) is perpendicular to
Sq,σ . So it remains to prove that Sq,σ is isoparametric. But this follows from
the fact that M is isoparametric.

6.5.10. Example. Suppose Mn is an isoparametric submanifold of Rn+3,
M is contained in Sn+2, B3 is the associated Coxeter group, and its marked
Dynkin diagram is:

B3 ◦ ◦ ◦
m1 m2 m3

Then the fundamental domain of W on S2 of νq is the following geodesic
triangle on S2:

6.6. Applications to minimal submanifolds

In this section we will give a generalization of the Hsiang-Lawson [HL]
cohomogeneity method for minimal submanifolds. For details see [PT1].

Let π : E → B be a Riemannian submersion. A submanifold N of E
will be called projectable if N = π−1(M) for some submanifold M of B.
A deformation Ft of N is called projectable if each Ft(N) is projectable, and
Ft is called horizontal if each curve Ft(x) is horizontal, or equivalently if the
deformation vector field of Ft is horizontal. Ft is a π-invariant deformation of N
if it is both projectable and horizontal. Clearly if ft : M → B is a deformation
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of M then there is a unique π-invariant lifting Ft : N → E of ft; namely for
each x in N , Ft(x) is the horizontal lift of the curve ft(π(x)) through x, and
the deformation field of Ft is the horizontal lift of the deformation field of ft.
Thus there is a bijective correspondence between the π-invariant deformations
of N = π−1(M) in E and deformations of M in B.

6.6.1. Definition. The fiber mean curvature vector field h of a Riemannian
submersion π : E → B is defined as follows: h(x) is the mean curvature vector
at x of the fiber π−1(π(x)) in E.

The following proposition follows by a straightforward calculation.

6.6.2. Proposition. Let π : E → B be a Riemannian submersion, M a
submanifold of B, and N = π−1(M). Let H denote the mean curvature of M

in B, Ĥ the mean curvature of N in E, H∗ the horizontal lifting of H to N ,
and h the fiber mean curvature vector field in E. Then

Ĥ = P (h) + H∗,

where Px is the orthogonal projection of TEx onto ν(N)x.

6.6.3. Definition. A Riemannian submersion π : E → B is called h-
projectable if the fiber mean curvature vector field h is projectable. We call
π quasi-homogeneous if the eigenvalues of the shape operator of any fiber
F = π−1(b) with respect to any π-parallel field ξ are constant (depending only
on dπ(ξ), not on x in F ).

6.6.4. Remark. It is immediate from the above formula defining h that a
quasi-homogeneous Riemannian submersion is h-projectable.

6.6.5. Example. Let E be a Riemannian G-manifold. If E has a single orbit
type, then the orbit space B = E/G is a smooth manifold and there is a unique
metric on B such that the orbit map π : E → B is a Riemannian submersion.
Then π is quasi-homogeneous.

6.6.6. Theorem. Letπ : E → B be a h-projectable Riemannian submersion,
and M a submanifold of B. Then a submanifold N = π−1(M) of E is a
minimal submanifold of E if and only if N is a stationary point of the area
functional A with respect to all the π-invariant deformations of N in E.

Proof. We have Ĥ = P (h)+H∗ by Proposition 6.6.2. Since h is pro-
jectable and dπx(ν(N)x) = ν(M)π(x), P (h) and therefore Ĥ is projectable.

Let ξ denote the normal field d(Ĥ) of M in B. Then ft(x) = expx(tξ(x))
defines a deformation of M in B with ξ as deformation field. Let f∗

t be the
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induced π-invariant deformation of N in E. Then the deformation field of f∗
t

is Ĥ . Let A(t) = the area of f∗
t (N), then

A′(0) =
∫

M

‖Ĥ‖2dv.

If N is a critical point of A with respect to all π-invariant deformations, then
A′(0) = 0, hence Ĥ = 0.

Let π : En+k → Bk be an h-projectable Riemannian submersion. Then
the above theorem implies that the minimal equation for finding (n + r) di-
mensional π-invariant minimal submanifolds in E is reduced to an equation
in r independent variables. To be more specific, if the fiber of π is compact
we define v : B → R by v(b) = the volume of π−1(b). Then the volume of
π−1(M) is the integral of the positive function v with respect to the induced
metric on M . Hence we have:

6.6.7. Theorem. Suppose π : (E, g0) → (B, g) is an h-projectable
Riemannian submersion. Then π−1(M) is minimal in E if and only if M is
minimal in (B, g∗), where g∗ = v2/rg, v(b) =the volume of π−1(b), and
r = dim(M).

6.6.8. Remark. If π is h-projectable, then the vector equation Ĥ = P (h) +
H∗ is equivalent to the equation dπ(̂H) = dπ(P (h)) + H . Hence one can
reduce the problem of finding π-invariant minimal submanifolds N = π−1(M)
of E to the problem of finding a submanifold M of B with the prescribed mean
curvature vector H = −dπ(P (h)). We can also reduce the problem of finding
constant mean curvature hypersurfaces N in E to the problem of finding a
hypersurfaceM ofB with the prescribed mean curvatureH = −‖dπ(P (h))‖+
c, for some constant c.

6.6.9. Definition. Suppose E is a complete Riemannian manifold, and B =⋃
α Bα is a stratified set such that each Bα is a Riemannian manifold. A

continuous map π : E → B is called a stratified submersion if Eα = π−1(Bα)
is a stratification of E, and πα = π|Eα : Eα → Bα is a submersion for each α.
Then π is called a stratified Riemannian submersion if each πα is a Riemannian
submersion, and π is called h-projectable (resp. quasi-homogeneous) if the
mean curvature vector of π−1

α (b) in Eα is the mean curvature vector of π−1
α (b) in

E for allα and b inBα, and eachπα is h-projectable (resp. quasi-homogeneous).

6.6.10. Definition. M is a stratified subset of a stratified set B if M ∩Bα is a
submanifold of Bα, for each stratum Bα. A deformation ft : M → B is strata
preserving if ft(M ∩Bα) is contained in Bα for each α. A submanifold N of
E is π-invariant if N is of the form π−1(M) for some stratified subset M of
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B. Given a strata preserving deformation ft of M into B, then there is a unique
horizontal strata preserving lifting Ft of ft. We call such a deformation of N a π-
invariant strata preserving deformation. Then the following is a straightforward
generalization of Theorem 6.6.6 above.

6.6.11. Theorem. Let π : E → B be a stratified h-projectable Riemannian
submersion. Then a π-invariant submanifold N of E is minimal in E if and only
if N is a critical point of the area functional with respect to all the π-invariant
strata preserving deformations of N in E.

6.6.12. Example. Let G be a compact Lie group acting isometrically on a
complete Riemannian manifold E. The mean curvature vector field H of an
orbit Gx in E is clearly a G-equivariant normal field, and hence H(x) lies in
the fixed point set of the isotropy representation at x. But this fixed point set is
the tangent space of the union of the orbits of type (Gx). Then the orbit space
E/G is naturally stratified by the orbit types, and each stratum has a natural
metric such that the projection map π : E → E/G is a quasi-homogeneous
Riemannian submersion. Theorems 6.6.6 and 6.6.11 for this case were proved
in [HL].

6.6.13. Example. Let Mn ⊆ Sn+k−1 ⊆ Rn+k beisoparametric, W the
Coxeter group associated to M , and 
q the Weyl chamber of W on νq =
q + ν(M)q = ν(M)q containing q. Since 
q is a simplicial cone, B = the
intersection of the unit sphere Sk−1 of νq and 
q , has a natural stratification.
In fact, each stratum of B is given by the intersection of some simplex of 
q

with Sk−1. Let Mx denote the unique submanifold through x ∈ B and parallel
to M . By Corollary 6.5.3 we have:

⋃
{Mx|x ∈ B} = Sn+k−1.

If σ is a stratum of B and x0 ∈ B, then

Eσ =
⋃

{Mx| x ∈ σ}

is diffeomorphic to Mx0 ×σ. So the stratification on B induces one on Sn+k−1.
Let π : Sn+k−1 → B be defined by π(y) = x if y ∈ Mx. Then by Corollary
6.5.8, π is a stratified quasi-homogeneous Riemannian submersion. Let σ be a
stratum of B, x ∈ B, and nσ = dim(Mx). Then the function Aσ : σ̄ → R
defined by Aσ(x) = nσ-dimensional volume of Mx, is continuous. If x lies on
the boundary ∂σ then dim(Mx) < nσ . So Aσ restricts to ∂σ is zero. Since σ̄
is compact, there exists xσ ∈ σ which is the maximum of Aσ . So by Theorem
6.6.6, Mxσ

is a minimal submanifold of Sn+k−1. For k=3, the minimal equation
of π-invariant Nn in Sn+1 is an ordinary differential equation on S2/W , which
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depends only on the multiplicitiesmi. Hence the construction of cohomogeneity
1 minimal hyperspheres in Sn+1 given in [Hs2,3] (with W being of rank 2),
produces more minimal hyperspheres in Sn+1, which are not of cohomogeneity
one [FK].



Chapter 7

Proper Fredholm Submanifolds in Hilbert Spaces

In this chapter we generalize the submanifold theory of Euclidean space to
Hilbert space. In order to use results the infinite dimensional differential topo-
logical we restrict ourself to the class of proper Fredholm immersions (defined
below).

7.1. Proper Fredholm immersions

Let M be an immersed submanifold of the Hilbert space V (i.e., TMx is
a closed linear subspace of V ), and let ν(M)x = (TMx)⊥ denote the normal
plane of M at x in V . Using the same argument as in chapter 2, we conclude that,
given a smooth normal field v on M and u ∈ TMx0 , the orthogonal projection
of dvx0(u) onto TMx0 depends only on v(x0) and not on the derivatives of v
at x0; it be denoted by −Av(x0)(u) (the shape operator of M with respect to
the normal vector v(x0)). The first and second fundamentals forms I, II and
the normal connection ∇ν on M can be defined in the same (invariant) manner
as in the finite dimensional case, i.e.,

I(x) = 〈 , 〉|TMx,

〈II(x)(u1, u2), v〉 = 〈Av(u1), u2〉,
∇νv = the orthogonal projection of dv onto ν(M).

Since all these local invariants for M are well-defined, the method of moving
frame is valid here (because when we expand well-defined tensor fields in terms
of local orthonormal frame field, then the infinite series are convergent). Arguing
the same way as in the finite dimensional case, we can prove that I , II and the
induced normal connection ∇ν satisfy the Gauss, Codazzi and Ricci equations.
Moreover, the Fundamental Theorem 2.3.1 is valid for immersed submanifolds
of Hilbert space. As a consequence of the Ricci equation, we also have the
analogue of Proposition 2.1.2:

7.1.1. Proposition. Suppose M is an immersed submanifold of the Hilbert
space V and the normal bundle ν(M) is flat. Then the family {Av| v ∈ ν(M)x}
of shape operators is a commuting family of operators on TMx.

Although these elementary parts of the theory of submanifold geometry
work just as in the finite dimensional case, many of the deeper results are not

139
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true in general. For example, the infinite dimensional differential topology
developed by Smale and infinite dimensional Morse theory developed by Palais
and Smale will not work for general submanifolds of Hilbert space without
further restrictions. Recall also that the spectral theory of the shape operators and
the Morse theory of the Euclidean distance functions of submanifolds of Rn are
closely related and play essential roles in the study of the geometry and topology
of submanifolds of Rn. Here again, without some restrictions important aspects
of these theories will not carry over to the infinite dimensional setting. One of
the main goals of this section is to describe a class of submanifolds of Hilbert
space for which the techniques of infinite dimensional geometry and topology
can be applied to extend some of the deeper parts of the theory of submanifold
geometry.

The end point map Y : ν(M) → V for an immersed submanifold M of a
Hilbert space V is defined just as in Definition 4.1.7; i.e., Y : ν(M) → V is
given by Y (v) = x + v for v ∈ ν(M)x.

7.1.2. Definition. An immersed finite codimension submanifold M of V is
proper Fredholm (PF), if

(i) the end point map Y is Fredholm,
(ii) the restriction of Y to each normal disk bundle of finite radius r is proper.

Since the basic theorems of differential calculus and local submanifold
geometry work for PF submanifolds just as for submanifolds of Rn, Proposition
4.1.8 is valid for PF submanifolds of Hilbert spaces. In particular, we have

dYv = (I − Av, id), (7.1.1)

which implies that

7.1.3. Proposition. The end point map Y of an immersed submanifold M of
a Hilbert space V is Fredholm if and only if I −Av is Fredholm for all normal
vector v of M .

7.1.4. Remarks.
(i) An immersed submanifold M of Rn is PF if and only if the immersion is

proper.
(ii) If M is a PF submanifold of V , and M is contained in the sphere of

radius r with center x0 in V , then v(x) = x0 − x is a normal field on M with
length r, and Y (x, v(x)) = x0. Since Y is proper on the r-disk normal bundle,
M is compact. This implies that M must be finite dimensionional. It follows
that PF submanifolds of an infinite dimensional Hilbert space V cannot lie on a
hypersphere of V . In particular, the unit sphere of V is not PF.
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7.1.5. Examples.
(1) A finite codimension linear subspace of V is PF.
(2) Let ϕ : V → V be a self-adjoint, injective, compact operator. Then the

hypersurface
M = {x ∈ V | 〈ϕ(x), x〉 = 1}

is PF. To see this we note that v(x) = ϕ(x)/‖ϕ(x)‖ is a unit normal field
to M , and Av(x)(u) = −ϕ(u)TMx/‖ϕ(x)‖ is a compact operator on TMx,
where ϕ(u)TMx denote the orthogonal projection of ϕ(u) onto TMx. So it
follows from Proposition 7.1.3 that the end point map of M is Fredholm. Next
assume that xn ∈ M , {λnϕ(xn)} is bounded, and Y (xn, λnϕ(xn)) = xn +
λnϕ(xn) → y. Then xn is bounded, and 〈xn+λnϕ(xn), xn〉 = ‖xn‖2+λn is
bounded, which implies that λn is bounded. Since ϕ is compact and {λnxn} is
bounded, ϕ(λnxn) has a convergent subsequence, and so {xn} has a convergent
subsequence.

7.1.6. Theorem. Suppose G is an infinite dimensional Hilbert Lie group, G
acts on the Hilbert space V isometrically, and the action is proper and Fredholm.
Then every orbit Gx is an immersed PF submanifold of V .

Proof. First we prove that the end point map Y of M = Gx is Fred-
holm. Because every isometry of V is an affine transformation, we have

(I − Av)(ξ(x)) = (ξ(x + v))Tx ,

where ξ ∈ G, v ∈ ν(M)x, and uTx denotes the tangential component of u with
respect to the decomposition V = TMx⊕ν(M)x. It follows from the definition
of Fredholm action that the differential of the orbit map at e is Fredholm. So
the two maps ξ �→ ξ(x) and ξ �→ ξ(x + v) are Fredholm maps from G to
V . In particular, T (Gx)x and T (G(x + v))x+v are of finite codimension.
So the map P : T (G(x + v))x+v → T (Gx)x defined by P (u) = uTx is
Fredholm. Hence I − Av is Fredholm, i.e., Y is Fredholm. Next we assume
that xn ∈ M , vn ∈ ν(M)xn

, ‖vn‖ ≤ r, and Y (xn, vn) → y. Then there
exist linear isometry ϕn of V and cn ∈ V such that gn = ϕn + cn ∈ G and
xn = gn(x). Note that dgn = ϕn, un = ϕ−1

n (vn) ∈ ν(M)x, and

Y (gnx, vn) = ϕn(x)+cn+ϕn(un) = ϕn(x+un)+cn = gn(x+un) → y.

Since {un} is a bounded sequence in the finite dimensional Euclidean space
ν(M)x, there exists a convergent subsequence uni

→ u. So we have gni
(x +

uni
) → y and x + uni

→ x + u. It then follows from the definition of proper
action that gni has a convergent subsequence in G, which implies that xni has
a convergent subsequence in M .
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7.1.7. Proposition. Let M be an immersed PF submanifold of V , x ∈ M ,
v ∈ ν(M)x, and Av the shape operator of M with respect to v.
Then:

(1) Av has no residual spectrum,
(2) the continuous spectrum of Av is either {0} or empty,
(3) the eigenspace corresponding to a non-zero eigenvalue of Av is of finite

dimension,
(4) Av is compact.

Proof. Since Av is self-adjoint, it has no residual spectrum. Note that
the eigenspace of Av with respect to a non-zero eigenvalue λ is

Ker(λI − Av) = Ker(I − 1
λ

Av) = Ker(I − A v
λ
).

So (3) follows from Proposition 7.1.3. Now suppose λ �= 0, Ker(Av−λI) = 0,
and Im(Av −λI) is dense in TMx. Since Av −λI is Fredholm, Im(Av −λI)
is closed and equal to TMx, i.e., Av − λI is invertible, which proves (2). To
prove (4) it suffices to show that if λi is a sequence of distinct real numbers in
the discrete spectrum of Av and λi → λ then λ = 0. But if λ �= 0, then the
self-adjoint Fredholm operator P = I − Av/λ induces an isomorphism P̃ on

V/ Ker(P ), so P̃ is bounded. Let δ denote ‖P̃‖. Then |(1 − λi/λ)−1| ≤ δ,
and hence |λ − λi|/|λ| ≥ 1/δ > 0, contradicting λi → λ.

It follows from (7.1.1) that e ∈ ν(M)x is a regular point of Y if and only
if I − Ae is an isomorphism. Moreover, the dimension of Ker(I − Ae) and
Ker(dYe) are equal, which is finite by Proposition 7.1.3. Hence the Definition
4.2.1 of focal points and multiplicities makes sense for PF submanifolds.

7.1.8. Definition. Let e ∈ ν(M)x. The point a = Y (e) in V is called a
non-focal point for a PF submanifold M of V with respect to x if dYe is an
isomorphism. If m = dim(Ker(dYe)) > 0 then a is called a focal point of
multiplicity m for M with respect to x.

The set Γ of all the focal points of V is called the focal set of M in V , i.e.,
Γ is the set of all critical values of the normal bundle map Y . So applying the
Sard-Smale Transversality theorem [Sm2] for Fredholm maps to the end point
map Y of M , we have:

7.1.9. Proposition. The set of non-focal points of a PF submanifold M of
V is open and dense in V .

By the same proof as in Proposition 4.1.5, we have:
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7.1.10. Proposition. Let M be an immersed PF submanifold of V , and
a ∈ V . Let fa : M → R denote the map defined by fa(x) = ‖x − a‖2.
Then:

(i) ∇fa(x) = 2(x − a)Tx , the projection of (x − a) onto TMx, so in
particular x0 is a critical point of fa if and only if (x0 − a) ∈ ν(M)x0 ,

(ii) 1
2∇2fa(x0) = I − A(a−x0) at the critical point x0 of fa,

(iii) fa is non-degenerate if and only if a is a non-focal point of M in V ,

It follows from Propositions 7.1.9 and 7.1.10 that:

7.1.11. Corollary. If M is an immersed PF submanifold of V , then fa is
non-degenerate for all a in an open dense subset of V .

As a consequence of Proposition 7.1.7 and 7.1.10:

7.1.12. Proposition. Let M be an immersed PF submanifold of V . Suppose
x0 is a critical point of fa and Vλ is the eigenspace of A(a−x0) with respect to
the eigenvalue λ �= 0.
Then:

(i) dim(Vλ) is finite,
(ii) Index(fa, x0) =

∑
{dim(Vλ)|λ > 1}, which is finite.

Morse theory relates the homology of a smooth manifold to the critical
point structure of certain smooth functions. This theory was extended to infinite
dimensional Hilbert manifolds in the 1960’s by Palais and Smale ([Pa2],[Sm1])
for the class of smooth functions satisfying Condition C (see Part II, chapter 1).

7.1.13. Theorem. Let M be an immersed PF submanifold of a Hilbert space
V , and a ∈ V . Then the map fa : M → R defined by fa(x) = ‖x − a‖2

satisfies condition C.

Proof. We will write f for fa. Suppose

|f(xn)| ≤ c, ‖∇f(xn)‖ → 0.

Let un be the orthogonal projection of (xn − a) onto TMxn
, and vn the pro-

jection of (xn − a) onto ν(M)xn
. Since ‖xn − a‖2 ≤ c and un → 0, {vn} is

bounded (say by r). So (xn,−vn) is a sequence in the r-disk normal bundle of
M , and

Y (xn,−vn) = xn − vn = (xn − a) − vn + a = un + a → a.

Since M is a PF submanifold, (xn,−vn) has a convergent subsequence in
ν(M), which implies that xn has a convergent subsequence in M .
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7.1.14. Remark. Let M be an immersed submanifold of V (not necessarily
PF). Then the condition that all fa satisfy condition C is equivalent to the
condition that the restriction of the end point map to the unit disk normal bundle
is proper.

7.2. Isoparametric submanifolds in Hilbert spaces

In this section we will study the geometry of isoparametric submanifolds
of Hilbert spaces. They are defined just as in Rn.

7.2.1. Definition. An immersed PF submanifoldM of a Hilbert space (V, 〈 , 〉)
is called isoparametric if

(i) ν(M) is globally flat,
(ii) if v is a parallel normal field on M then the shape operators Av(x) and

Av(y) are orthogonally equivalent for all x, y ∈ M .

7.2.2. Remark. Although Definition 5.7.2 seems weaker than Definition
7.2.1 (where we only assume that ν(M) is flat), if V = Rn, we have proved in
Theorem 6.4.4 that ν(M) is globally flat. So these two definitions agree when
V is a finite dimensional Hilbert space.

7.2.3. Definition. An immersed submanifold f : M → V is full, if f(M) is
not included in any affine hyperplane of V . M is a rank k immersed isoparamet-
ric submanifold of V if M is a full, codimension k, isoparametric submanifold
of V .

7.2.4. Remarks.
(i) Since PF submanifolds of V have finite codimension, an isoparametric

submanifold of V is of finite codimension.
(ii) It follows from Remark 7.1.4 that if M is a full isoparametric submanifold

of V and M is contained in the sphere of radius r centered at c0, then both M
and V must be of finite dimension.

Since compact operators have eigen-decompositons and the normal bundle
of an isoparametric submanifold of V is flat, it follows from Proposition 7.1.1
and 7.1.7 that:

7.2.5. Proposition. If M is an isoparametric PF submanifold of a Hilbert
space V , then there exist E0 and a family of finite rank smooth distributions
{Ei| i ∈ I} such that TM = E0

⊕
{Ei|i ∈ I} is the common eigen-

decomposition for all the shape operators Av of M and Av|E0 = 0.
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Since Av is linear for v ∈ V , there exist smooth sections λi of ν(M)∗

such that
Av|Ei = λi(v)idEi ,

for all i ∈ I . Identifying ν(M)∗ with ν(M) by the induced inner product from
V , we obtain smooth normal fields vi on M such that

Av|Ei = 〈v, vi〉idEi , (7.2.1)

for all i ∈ I . These Ei’s, λi’s and vi’s are called the curvature distributions,
principal curvatures, and curvature normals for M respectively. If v is a par-
allel normal field on an isoparametric submanifold M then Av has constant
eigenvalues. So it follows from (7.2.1) that each curvature normal field vi is
parallel.

7.2.6. Proposition. If M is a rank k isoparametric PF submanifold of
Hilbert space, and {vi| i ∈ I} are its curvature normals, then there is a positive
constant c such that ‖vi‖ ≤ c for all i ∈ I .

Proof. Let F denote the continuous function defined on the unit sphere
Sk−1 of the normal plane ν(M)q by F (v) = ‖Av‖. Since Sk−1 is compact,
there is a constant c > 0 such that F (v) ≤ c. Since the eigenvalues of Av are
〈v, vi〉, we have |〈v, vi〉| ≤ c for all i ∈ I and all unit vector v ∈ ν(M)q .

7.2.7. Proposition. Let M be a rank k immersed isoparametric submanifold
of Hilbert space, νq = q+ν(M)q the affine normal plane at q, and Γq = Γ∩νq

the set of focal points for M with respect to q.
Then:

(i) Γq =
⋃
{	i(q)| i ∈ I}, where 	i(q) is the hyperplane in νq defined by

	i(q) = {q + v| v ∈ ν(M)q, 〈v, vi(q)〉 = 1}.
(ii) H = {	i(q)| i ∈ I} is locally finite, i.e., given any point p ∈ νq there is

an open neighborhood U of p in νq such that {i ∈ I|	i(q) ∩ U �= ∅} is finite.

Proof. Let Y be the end point map of M . By (7.2.1), x = q+e ∈ Γq if
and only if 1 is an eigenvalue of Ae. So there exists i0 ∈ I such that 1 = 〈e, vi0〉,
i.e., x ∈ 	i0(q). This proves (i).

Let J(x) = {i ∈ I| x ∈ 	i(q)} for x = q + e ∈ νq . Then the eigenspace
V1 of Ae corresponding to eigenvalue 1 is

⊕
{Ej |j ∈ J(x)}. Since Ae is

compact and {〈e, vi〉| i ∈ I} are the eigenvalues of Ae, the set J(x) is finite
and there exist δ > 0 such that |1 − 〈e, vi〉| > δ for all i not in J(x). By
analytic geometry, if i is not in J(x) then

d(x, 	i(q)) =
|1 − 〈e, vi〉|

‖vi‖2
>

δ

c
,
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where c is the upper bound for ‖vi‖ as in Proposition 7.2.6. So we conclude that
the ball B(x, δ/c) of radius δ/c and center x meets only finitely many 	i(q) (in
fact it intersects 	i(q) only for i ∈ J(x)).

We next note the following:
(i) the Frobenius integrability theorem is valid for finite rank distributions on

Banach manifolds,
(ii) the proof of the existence of a Coxeter group in Chapter 6 depended only

on the facts that all the curvature distributions and ν(M) are of finite rank and
the family of focal hyperplanes {	i | i ∈ I} is locally finite.
So it is not difficult to see that most of the results in sections 6.2 and 6.3 for
isoparametric submanifolds of Rn can be generalized to the infinite dimensional
case. In particular the statements from 6.2.3 to 6.2.9, from 6.3.1 to 6.3.5, and
the Slice Theorem 6.5.9 are all valid if we replace M by a rank k isoparametric
submanifold of a Hilbert space and the index set 1 ≤ i ≤ p of curvature normals
by {i | i ∈ I}. In particular the analogues of Theorem 6.3.2 and 6.3.5 for infinite
dimensional isoparametric submanifolds give:

7.2.8. Theorem. Let ϕi be the involution associated to the curvature
distribution Ei.

(i) There exists a bijection σi : I → I such that σi(i) = i, ϕ∗
i (Ej) = Eσi(j)

and mj = mσi(j).
(ii) Let Rq

i denote the reflection of νq in 	i(q). Then

Rq
i (	j(q)) = 	σi(j)(q),

i.e., Rq
i permutes H = {	i(q)|i ∈ I}.

Note that Rq
i permutes hyperplanes in H and H is locally finite, so by

Theorem 5.3.6 the subgroup of isometries of νq = q + ν(M)q generated by
{Rq

i | i ∈ I} is a Coxeter group.

7.2.9. Theorem. Let M be an immersed isoparametric submanifold in
the Hilbert space V , Ei the curvature normals, and {vi|i ∈ I} the set of
curvature normals. Let W q be the subgroup of the group of isometries of the
affine normal plane νq = q+ν(M)q generated by reflections ϕi in 	i(q). Then
W q is a Coxeter group. Moreover, let πq,q′ : ν(M)q → ν(M)q′ denote the
parallel translation with respect to the induced normal connection, then the map
Pq,q′ : νq → νq′ , defined by Pq,q′(q + u) = q′ + πq,q′(u), conjugates W q to
W q′

for any q and q′ in M .

7.2.10. Corollary. Let M be a rank k immersed isoparametric subman-
ifold of the infinite dimensional Hilbert space V , {Ei|i ∈ I} the curvature
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distributions, and {	i(q)|i ∈ I} the curvature normal vectors at q ∈ M . Then
associated to M there is a Coxeter group W with {	i(q)|i ∈ I} as its root
system.

7.2.11. Corollary. Let M be an isoparametric submanifold of the infinite
dimensional Hilbert space V , {Ei|i ∈ I} the curvature distributions, and
{vi|i ∈ I} the curvature normals. Suppose 0 ∈ I and v0 = 0.

(1) If I is a finite set, then
(i) there exists a constant vector c0 ∈ V such that

⋂
{	i(q)|i ∈ I} = {c0}

for all q ∈ M ,
(ii) the Coxeter group associated to M is a finite group,
(iii) the rank of E0 is infinite,
(iv) Ẽ =

⊕
{Ei|i �= 0, i ∈ I} is integrable,

(v) M � S × E0, where S is an integral submanifold of Ẽ.
(2) If I is an infinite set, then the Coxeter group associated to M is an infinite

group.

Let 
q be the connected component of νq \
⋂
{	i | i ∈ I} containing

q. If I is an infinite set, then W is an affine Weyl group, the closure 
̄q is a
fundamental domain of W and its boundary has k + 1 faces. If ϕ ∈ W and
ϕ(	i) = 	j then mi = mj . It follows that:

7.2.12. Corollary. Let M be a rank k isoparametric submanifold of an in-
finite dimensional Hilbert space having infinitely many curvature distributions.
Then there is associated to M a well-defined marked Dynkin diagram with k+1
vertices, namely the Dynkin diagram of the associated affine Weyl group with
multiplicities mi.

7.2.13. Example. Let Ĝ be the H1-loops on the compact simple Lie group
G, V the Hilbert space of H0-loops on the Lie algebra G of G, and let Ĝ act
on V by gauge transformations as in Example 5.8.1. This action is polar, so
the principal Ĝ-orbits in V are isoparametric. In the following we calculate the
basic local invariants of these orbits as submanifolds of V . Let 
+ denote the
set of positive roots of G. Then there exist xα and yα in G for all α ∈ 
+ such
that

G = T
⊕

{Rxa ⊕ Ryα|α ∈ 
+},

[h, xα] = α(h)yα, [h, yα] = −α(h)xα,

for all h ∈ T . If rank(G) = k and {t1, . . . , tk} is a bases of T , then the union
of the following sets

{xα cos nθ, yα cos nθ| α ∈ 
+, n ≥ 0 an integer},
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{xα sinmθ, yα sinmθ| α ∈ 
+, m > 0 an integer},
{ti cos nθ, ti sin mθ| 1 ≤ i ≤ k, n ≥ 0, m > 0, are integers}

is a separable basis for V . An orbit M = Ĝt̂0 is principal if and only if
α(t0)+n �= 0 for all α ∈ 
+ and n ∈ Z. Let t̂1 ∈ T̂ be a regular point. Then
the shape operator of M along the direction t̂1 is

At̂1
(v′ + [v, t̂0]) = [v, t̂1].

Using the above separable basis for V , it is easily seen that At̂1
is a compact

operator, the eigenvalues are

{α(t1)/α(t0) + n | α ∈ 
+, n ∈ Z},

and each has multiplicity 2. So the associated Coxeter group of M as an
isoparametric submanifold is the affine Weyl group W (T 0) of the section T 0,
and all the multiplicities mi = 2.



Chapter 8

Topology of Isoparametric Submanifolds

In this chapter we use the Morse theory developed in part II to prove that any
non-degenerate distance function on an isoparametric submanifold of Hilbert
space is of linking type, and so it is perfect. We also give some restriction for
the possible marked Dynkin diagrams of these submanifolds. As a byproduct
we are able to generalize the notion of tautness to proper Fredholm immersions
of Hilbert manifolds into Hilbert space.

8.1. Tight and taut immersions in Rn

Let ϕ : Mn → Rm be an immersed compact submanifold, and ν1(M) the the
bundle of unit normal vectors of M . The restriction of the normal map N of M
to ν1(M) will still be denoted by N , i.e., N : ν1(M) → Sm−1 is defined be
N(v) = v. There is a natural volume element dσ on ν1(M). In fact, if dV is
a (m− n− 1)-form on ν1(M) such that dV restricts to each fiber of ν1(M)x

is the volume form of the sphere of ν(M)x, then dσ = dv ∧ dV , where dv
is the volume element of M . Let da be the standard volume form on Sn+k−1

normalized so that
∫

Sn+k−1
da = 1. Then the Gauss-Kronecker curvature of

an immersed surface in R3 can be generalized as follows:

8.1.1. Definition. The Lipschitz-Killing curvature at the unit normal direction
v of an immersed submanifold Mn in Rm is defined to be the determinant of
the shape operator Av .

8.1.2. Definition. The total absolute curvature of an immersion ϕ : Mn →
Rm is

τ(M,ϕ) =
∫

ν1(M)

| det(Av)| dσ,

where dσ is the volume element of ν1(M), and Av is the shape operator of M
in the unit normal direction v.

8.1.3. Definition. An immersion ϕ0 : Mn → Rm is called tight if

τ(M,ϕ) ≥ τ(M,ϕ0),

for any immersions ϕ : M → Rs.

149
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Chern and Lashof began the study of tight immersions in the 1950’s
[CL1,2]. They proved the following theorem:

8.1.4. Theorem. If ϕ : Mn → Rm is an immersion then, for any field F ,

τ(M,ϕ) ≥
∑

i

bi(M,F ),

where bi(M, F ) is the ith Betti number of M with respect to F .

It is a difficult and as yet unsolved problem to determine which manifolds
admit tight immersions. An important step towards the solution is Kuiper’s
[Ku2] reformulation of the problem in terms of the Morse theory of height
functions. Given a Morse function f : M → R, let

µk(f) = the number of critical points of f with index k,

µ(f) =
∑

i

µk(f).

The Morse number γ(M) of M is defined by

γ(M) = inf{µ(f)| f : M → R is a Morse function}.

Let ϕ : Mn → Rm be an immersion. By Proposition 4.1.8, dNv = (−Av, id),
so we have

N∗(da) = (−1)n det(Av)dσ,

and the total absolute curvature τ(M,ϕ) is the total volume of the image
N(ν1(M)), counted with multiplicities but ignoring orientation. Let hp de-
note the height function as in section 4.1. Then it follows from Propositions
4.1.1 and 4.1.8 that p ∈ Sm−1 is a regular value of N if and only if the height
function hp is a Morse function. In this case N−1(p) is a finite set with µ(hp)
elements. But by the Morse inequalities we have µ(hp) ≥

∑
i bi(M,F ), and

in particular:

τ(M,ϕ) ≥
∑

i

bi(M),

τ(M,ϕ) ≥ γ(M).

This proves the following stronger result of Kuiper:

8.1.5. Theorem.
(i) γ(M) = inf{τ(M, ϕ)| ϕ : M → Rm is an immersion }.
(ii) An immersion ϕ0 : M → Rm is tight if and only if every non-degenerate

height functions hp has γ(M) critical points.
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Banchoff [Ba] studied the problem of finding all tight surfaces that lie in
a sphere, and later this led to the study of taut immersions by Carter and West
[CW1]. Note that if ϕ : Mn → Rm is a tight immersion and ϕ(M) is contained
in the unit sphere Sm−1, then the Euclidean distance function fp and the height
function hp have the same critical point theory because fp = 1 + ‖p‖2 − 2hp.
Taut immersions are “essentially” the spherical tight immersions.

A non-degenerate smooth function f : M → R is called a perfect Morse
function if µ(f) =

∑
bi(M,F ) for some field F . If we restrict ourself to

the class of manifolds that satisfy the condition that γ(M) =
∑

bi(M,F ) for
some field F , then an immersion ϕ : M → Rm is tight if and only if every
non-degenerate height function ha is perfect, and it is taut if and only if every
non-degenerate Euclidean distance function fa is perfect. There is a detailed
and beautiful theory of tight and taut immersions for which we refer the reader
to [CR2].

8.2. Taut immersions in Hilbert space

In Theorem 7.1.13 we showed that the distance functions fa of PF sub-
manifolds in Hilbert space satisfy Condition C, so the concept of tautness can
be generalized easily to PF immersions.

8.2.1. Definition. A smooth function f : M → R on a Riemannian Hilbert
manifold M is called a Morse function if f is non-degenerate, bounded from
below, and satisfies Condition C.

For a Morse function f on M let

Mr(f) = {x ∈ M | f(x) ≤ r}.

Then it follows from Condition C that there are only finitely many critical points
of f in Mr(f). Let

µk(f, r) = the number of critical points of index k on Mr(f),
βk(f, r, F ) = dim(Hk(Mr(f), F )),

for a field F . Then the weak Morse inequalities gives

µk(f, r) ≥ βk(f, r, F )

for all r and F .
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8.2.2. Definition. A Morse function f : M → R is perfect, if there exists a
field F such that µk(f, r) = βk(f, r, F ) for all r and k.

It follows from the standard Morse theory in part II that:

8.2.3. Theorem. Let f be a Morse function. Then f is perfect if and only if
there exists a field F such that the induced map on the homology

i∗ : H∗(Mr(f), F ) → H∗(M,F )

of the inclusion of Mr(f) in M is injective for all r.

8.2.4. Definition. An immersed submanifold M of a Hilbert space is taut if
M is proper Fredholm and every non-degenerate Euclidean distance function
fa on M is a perfect Morse function.

8.2.5. Remark. If M is properly immersed in Rn then the above definition is
the same as section 8.1.

8.2.6. Remark. It is easy to see that the unit sphere Sn−1 is a taut submanifold
in Rn. But the unit hypersphere S of an infinite dimensional Hilbert space is
not taut. First, S is contractible, but the non-degenerate distance function fa

has two critical points. Moreover S is not PF.

8.2.7. Example. We will see later that, given a simple compact connected
group G, the orbits of the gauge group H1(S1, G) acting on the space of con-
nections H0(S1,G) by gauge transformations as in section 5.8 are taut.

Let R(f) denote the set of all regular values of f , and C(f) denote the set
of all critical points of f . The fact that the restriction of the end point map Y
of M to the unit disk normal bundle is proper gives a uniform condition C for
the Euclidean distance functions as we see in the following two propositions:

8.2.8. Proposition. Let M be an immersed PF submanifold of V , and
a ∈ V . Suppose r < s and [r, s] ⊆ R(fa). Then there exists δ > 0 such that
if ‖b − a‖ < δ then [r, s] ⊆ R(fb).

Proof. If not, then there exist sequences bn in V and xn in M such
that xn is a critical point of fbn

and

bn → a, r ≤ ‖xn − bn‖ ≤ s.

It follows from Proposition 7.1.10 that (xn−bn) ∈ ν(M)xn
. Since the endpoint

map Y of M restricted to the disk normal bundle of radius s is proper and
Y (xn, bn − xn) = bn → a, there is a subsequence of xn converging to a point
x0 in M . Then it is easily seen that r ≤ ‖x0 − a‖ ≤ s and x0 is a critical point
of fa, a contradiction.
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8.2.9. Proposition. Let M be an immersed PF submanifold of V , and
a ∈ V . Suppose r < s and [r, s] ⊆ R(fa). Then there exist δ1 > 0, δ2 > 0
such that if ‖b − a‖ < δ1 and x ∈ Ms(fb) \ Mr(fb) then ‖∇fb(x)‖ ≥ δ2.

Proof. By Proposition 8.2.8 there exists δ > 0 such that [r, s] ⊆ R(fb)
if ‖b − a‖ < δ. Suppose no such δ1 and δ2 exist. Then there exist sequences
bn in V and xn in M such that bn → a, xn ∈ Ms(fbn) \ Mr(fbn), and
‖∇(fbn)(xn)‖ → 0. Then

Y (xn,−(xn − bn)ν) = xn − (xn − bn)ν

= bn + (xn − bn)TMxn → a,

and ‖xn − bn‖ ≤ s. Since M is PF, xn has a subsequence converging to a
critical point x0 of fa in Ms(fa) − Mr(fa), a contradiction.

8.2.10. Proposition. Let M be an immersed, taut submanifold of a Hilbert
space V , a ∈ V , and r ∈ R. Then the induced map on homology

i∗ : H∗(Mr(fa), F ) → H∗(M,F )

of the inclusion of Mr(fa) in M is injective.

Proof. If a is a non-focal point (so fa is non-degenerate), then it
follows from the definition of tautness and Theorem 8.2.3 that i∗ is an injection.
Now suppose a is a focal point. If there is no critical value of fa in (r, r′],
then Mr(fa) is a deformation retract of Mr′(fa). So we may assume that r
is a regular value of fa, i.e., r ∈ R(fa). Then there exists s > r such that
[r, s] ⊆ R(fa). Choose δ1 > 0 and δ2 > 0 as in Proposition 8.2.9, and
ε > 0 such that ε < min{δ1, δ2, (s − r)/5}. Since the set of non-focal
points of M in V is open and dense, there exists a non-focal point b such
that ‖b − a‖ < ε. Since fb is non-degenerate, it follows from the definition
of tautness that i∗ : H∗(Mt(fb), F ) → H∗(M,F ) is injective for all t. So
it suffices to prove that Mr(fa) is a deformation retract of Mr(fb). Since
ε < (s − r)/5, there exist r1, r2, s1 and s2 such that r1 < s1, r2 < s2 and

r < r1 − ε < s1 + ε < s, r1 < r2 − ε < s2 < s2 + ε < s1.

From triangle inequality we have

Ms2(fb) − Mr2(fb) ⊂ Ms1(fa) − Mr1(fa) ⊆ Ms(fb) − Mr(fb).

Note that ‖∇fa(x)‖ ≥ δ2 if x ∈ Ms(fa) − Mr(fa) and ‖∇fb(x)‖ > δ2

if x ∈ Ms(fb) − Mr(fb). Recall that ∇fa(x) = (x − a)T and ∇fb(x) =
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(x − b)T . Since ε < δ2, (a − b)T is the shortest side of the triangle with three
sides (x−a)T , (x− b)T and (a− b)T for all x in Ms1(fa)−Mr1(fa). Using
the cosine formula for the triangle we have

〈∇fa(x),∇fb(x)〉 >
2δ2

2 − ε2

2
>

ε2

2
,

for x in Ms1(fa)−Mr1(fa). Hence the gradient flow of fa gives a deformation
retract of Ms1(fa) to Ms2(fb). If [r, s] ⊆ R(f), then Mr(f) is a deformation
retract of Mt(f) for all t ∈ [r, s], which proves our claim.

8.2.11. Corollary. If M is connected and ϕ : M → V is a taut immersion
then ϕ is an embedding.

Proof. Since M is PF, ϕ = Y |M × 0 is proper. So it suffices to prove
that ϕ is one to one. Suppose ϕ(p) = ϕ(q) = a. If p �= q then there exists ε > 0
such that (0, ε) ⊆ R(fa) and p, q are in two different connected components of
Mε(fa). This contradicts to the fact that i0 : H0(Mε(fa), F ) → H0(M,F )
is injective.

8.2.12. Corollary. Suppose M is a connected taut submanifold of V , a ∈ V ,
and let Dr(a) denote the closed ball of radius r and center a in V .

(i) For any r ∈ R the set Mr(fa) is connected, or equivalently, M ∩Dr(a)
is connected.

(ii) If xo is an index 0 critical point of fa then fa(xo) is the absolute minimum
of fa; in particular a local minimum of fa is the absolute minimum.

(iii) If xo is an isolate critical point of fa with index 0 and ro = fa(xo), then
Mro

(fa) = {xo}, i.e., {xo} = M ∩ Dro
(a).

Proof. By Proposition 8.2.10, the map

i0 : H0(Mr(fa), F ) → H0(M,F )

is injective. Since H0(M, F ) = F , Mr(fa) is connected, which proves (i).
Next we prove (iii) for non-degenerate index 0 critical point. Let xo be a

non-degenerate index 0 critical point of fa and ro = fa(xo). Then there is an
open neighborhood U of xo such that Mro(fa) ∩ U = {xo}. Since Mro(fa)
is connected, Mro

(fa) = {xo}. In particular, ro is the absolute minimum of
fa, i.e.,

‖x − a‖ ≥ ‖xo − a‖.
If xo is a degenerate critical point, then there is v ∈ ν(M)xo such that

a = xo + v and
Hess(fa, xo) = I − Av ≥ 0.
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Let at = a + tv for 0 < t < 1. Then

Hess(fat
, xo) = I − tAv > 0.

So xo is a non-degenerate index 0 critical point of fat . But we have just shown
that

‖x − at‖ ≥ ‖xo − at‖ (8.2.1)

for all x ∈ M . Letting t → 1 in (8.2.1), we obtain (ii).

8.3. Homology of isoparametric submanifolds

In this section we use Morse theory to calculate the homology of isopara-
metric submanifolds of Hilbert spaces and prove that they are taut.

Let f be a Morse function on a Hilbert manifold M , q a critical point of f of
index m. In Chapter 10 of Part II we define a pair (N,ϕ) to be a Bott-Samelson
cycle for f at q if N is a smooth m-dimensional manifold and ϕ : N → M is a
smooth map such that f ◦ ϕ has a unique and non-degenerate maximum at y0,
where ϕ(y0) = q. (N, ϕ) is R-orientable for a ring R, if Hm(N,R) = R.
We say f is of Bott-Samelson type with respect to R if every critical point of
f has an R-orientable Bott-Samelson cycle. Moreover if {qi| i ∈ I} is the set
of critical points of f and (Ni, ϕi) is an R-orientable Bott-Samelson cycle for
f at qi for i ∈ I then H∗(N,R) is a free module over R generated by the
descending cells (ϕi)∗([Ni]), which implies that f is of linking type, and f is
perfect.

8.3.1. Theorem. Let M be an isoparametric submanifold of the Hilbert
space V , and x0 a critical point of the Euclidean distance function fa. Then

(i) there exist a parallel normal field v on M and finitely many curvature
normals vi such that a = x0 + v(x0) and 〈v, vi〉 > 1,

(ii) if

〈v, vr〉 ≥ · · · ≥ 〈v, v1〉 > 1 > 〈v, vr+1〉 ≥ 〈v, vr+2〉 ≥ . . . ,

then
(1)

⊕
{Ei(x0)|i ≤ r} is the negative space of f at x0,

(2) (Nr, ur) is an R-orientiable Bott-Samelson cycle at x0 for f , where

Nr = {(y1, . . . , yr)|y1 ∈ S1(x0), y2 ∈ S2(y1), . . . , yr ∈ Sr(yr−1)},

ur : Nr → M, ur(y1, . . . , yr) = yr,
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and Si(x) is the leaf of Ei through x. Here R = Z if all mi > 1, and R = Z2

otherwise.

Proof. Since x0 is a critical point of fa, by Proposition 7.1.10 a−x0 ∈
ν(M)x0 . Letv be the parallel normal field onM such thatv(x0) = a−x0. Then
(i) follows form the fact that the shape operator Av is compact, the eigenvalues
of Av are 〈v, vi〉, and ∇2fa(x0) = I − A(a−x0).

For (ii) it suffices to prove the following three statements:

(a) y0 = (x0, . . . , x0) is the unique maximum point of f ◦ ur.

(b) d(ur)y0 maps T (Nr)y0 isomorphically onto the negative space of f at
x0.

(c) If all mi > 1, then (Nr, ur) is Z-orientable.

To see (b), let N = Nr, we note that N is contained in the product of r
copies of M , TNy0 =

⊕
{Fi|i ≤ r}, where Fi = (0, , . . . , Ei(x0), . . . , 0)

is contained in
⊕

{TMx0 |i ≤ r} and d(ur)y0 maps Fi isomorphically onto
Ei(x0).

It follows from the definition of Nr that it is an iterated sphere bundle. The
homotopy exact sequence for the fibrations implies that if the fiber and the base
of a fibration are simply connected then the total space is also simply connected.
Hence by induction the iterated sphere bundle Nr is simply connected, which
proves (c).

Statement (a) follows from the lemma below.

8.3.2. Lemma. We use the same notation as in Theorem 8.3.1. Then for any
q = (y1, , . . . , yr) in Nr there is a continuous piecewise smooth geodesic αq

in V joining a to yr such that the length of αq is ‖x0 − a‖, and αq is smooth if
and only if q = (x0, . . . , x0).

Proof. Let [xy] denote the line segment joining x and y in V . Let
{zi} = 	i(x0) ∩ [ax0]. Then

[ax0] = [az1] ∪ [z1z2] ∪ . . . [zrx0].
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Let ai = (yi + v(yi)), and zj(i) ∈ 	j(yi)∩ [yiai]. Then z1(1) = z1 and
zj(j − 1) = zj(j). Since yj ∈ Sj(yj−1) and zj(j − 1) = zj(j),

αq = [az1] ∪ [z1(1), z2(1)] ∩ [z2(2), z3(2)] ∪ . . . ∪ [zr(r), yr]
satisfies the properties of the lemma.

8.3.3. Corollary. Let M be an immersed isoparametric submanifold in a
Hilbert space V with multiplicities mi, and a ∈ V a non-focal point of M .
Then

(i) fa is of Bott-Samelson type with respect to the ring R = Z, if all the
multiplicities mi > 1, and with respect to R = Z2 otherwise,

(ii) M is taut.

It follows from Corollary 8.2.11 that:

8.3.4. Corollary. An immersed isoparametric submanifold of a Hilbert
space V is embedded.

To obtain more precise information concerning the homology groups of
isoparametric submanifolds, we need to know the structure of the set of critical
points of fa. By The Morse Index Theorem (see Part II) we have

8.3.5. Proposition. Let M ⊆ V be isoparametric, and W its associated
Coxeter group. Let a ∈ V , and let C(fa) denote the set of critical points of fa.

(i) If x0 ∈ C(fa) then W ·x0 ⊆ C(fa), where W ·x0 is the W -orbit through
x0 on x0 + ν(M)x0 ,

(ii) If q ∈ C(fa) then the index of fa at q is the sum of the mi’s such that the
open line segment (q, a) joining q to a meets 	i(q).

Let νx = x + ν(M)x. Then the closure of a connected component of
νx \

⋃
{	i(q)|i ∈ I} is a Weyl chamber for the Coxeter group W -action on νx.
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In the following we let 
q denote the Weyl chamber of W on νq containing q.
As a consequence of Proposition 8.3.5 and Corollary 8.2.12, we have

8.3.6. Proposition. Suppose M is isoparametric in a Hilbert space and let
q ∈ M . Let 
q be the Weyl chamber in νq = (q + ν(M)q) containing q, and
a ∈ 
q .
Then:

(i) q is a critical point of fa with index 0,
(ii) fa(q) is the absolute minimum of fa,
(iii) if a is non-focal with respect to q, then f−1

a (fa(q)) = {q},
(ii) if a is a focal point with respect to q and a lies on the simplex σ of 
q ,

then f−1
a (fa(q)) = Sq,σ (as in the Slice Theorem 6.5.9).

8.3.7. Theorem. Let M be an isoparametric submanifold of V , and a ∈
νq ∩ νq′ . Then a is non-focal with respect to q if and only if a is non-focal with
respect to q′, and q′ ∈ W · q.

Proof. There are p ∈ W · q and p′ ∈ W · q′ such that a ∈ 
p and
a ∈ 
p′ . By Proposition 8.3.5 (ii), both p and p′ are critical points of fa with
index 0. So by Proposition 8.3.6, fa(p) = fa(p′) is the absolute minimum of
fa. If a is non-focal with respect to q then by Proposition 8.3.6 (iii), we have
p = p′ and a is non-focal with respect to p′.

8.3.8. Corollary. Let M ⊆ V be isoparametric, W its associated Coxeter
group. If a ∈ V is non-focal with respect to q in M , then C(fa) = W · q.

8.3.9. Corollary. Let M ⊆ V be isoparametric. Then H∗(M,R)) can
be computed explicitly in terms of the associated Coxeter group W and its
multiplicities mi. Here R is Z if all mi > 1 and is Z2 otherwise.

8.3.10. Corollary. Let Mn ⊆ Rn+k be isoparametric. Then
∑

i

rank(Hi(M,R)) = |W |,

the order of W .

8.3.11. Corollary. Let M ⊆ V be isoparametric. A point a ∈ V is non-
focal with respect to q ∈ M if and only if a is a regular point with respect to
the W -action on νq .
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8.3.12. Corollary. Let M ⊆ V be isoparametric. If fa has one non-
degenerate critical point then fa is non-degenerate, or equivalently if a ∈ νq is
non-focal with respect to q then a is non-focal with respect to M .

Let a ∈ V . Since fa is bounded from below and satisfies condition C on
M , fa assumes its minimum, say at q. So a ∈ νq , i.e.,

8.3.13. Proposition. Let M ⊆ V be isoparametric, and Y : ν(M) → V
the endpoint map. Then Y (ν(M)) = V .

8.4. Rank 2 isoparametric submanifolds in Rm

In this section we will apply the results we have developed for isoparametric
submanifolds of arbitrary codimension to a rank 2 isoparametric submanifold
Mn of Rn+2. Because of Corollaries 6.3.12 and 6.3.11, we may assume that
M is a hypersurface of Sn+1.

Let X : Mn → Sn+1 ⊆ Rn+2 be isoparametric, and en+1 the unit normal
field of M in Sn+1. Suppose M has p distinct principal curvatures λ1, . . . , λp

as a hypersurface of Sn+1 with multiplicities mi. Then

eα = en+1, eβ = X

is a parallel normal frame on M , and the reflection hyperplanes 	i(q) on νq =
q + ν(M)q (we use q as the origin, eα(q) and eβ(q) are the two axes) are given
by the equations:

λizα − zβ = 1, 1 ≤ i ≤ p.

The Coxeter group W associated to M is generated by reflections in 	i. By the
classification of rank 2 Coxeter groups, W is the Dihedral group of order 2p.
So we may assume that

λi = cot
(

θ1 +
(i − 1)π

p

)

, 1 ≤ i ≤ p,

for some θ1, where −π/p < θ1 < 0. This fact was proved by Cartan ([Ca3]).
Let Ri denote the reflections of νq in 	i(q). It is easily seen that

Ri+1(	i) = 	i+2,

if we let 	p+i = 	i for 1 ≤ i < p. By Theorem 6.3.2, we obtain the following
result of Münzner:

m1 = m3 = . . . ,

m2 = m4 = . . . .
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In particular, if p is odd then all the multiplicities are equal. So the possi-
ble marked Dynkin diagrams for a rank 2 isoparametric submanifold of the
Euclidean space are

Z2 × Z2 ◦ ◦
m1 m2

A2 ◦ ◦
m1 m2

B2 ◦ ◦
m1 m2

G2 ◦ ◦
m1 m2

Note that the intersection of 	i(q) and the normal geodesic circle of M in
Sn+1 at q has exactly two points, which will be denoted by xi and yi, i.e.,

xi = cos θi q + sin θi eα(q),
yi = cos(π + θi) q + sin(π + θi) eα(q),

where θi = θ1 + (i−1)π
p .

Let 
q denote the Weyl chamber of W on νq containing q. Then the
intersection of 
q and the normal geodesic circle of M in Sn+1 at q is the
arc joining x1 to yp. Let Mt denote the parallel submanifold of M through
cos t q + sin t eα(q). Then

⋃
{Mt | − π/p + θ1 ≤ t ≤ θ1} = Sn+1.
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Note that Mt is diffeomorphic to M and is an embedded isoparametric hy-
persurface of Sn+1 if −π/p + θ1 ≤ t ≤ θ1. And the focal set Γ of M in
Sn+1 has exactly two sheets, M1 = Mθ1 and M2 = M(−π/p+θ1), so they are
also called the focal submanifolds of M . The dimension of Mi is n − mi for
i = 1, 2. Let vi be the parallel normal fields on M such that x1 = q + v1(q),
yp = q + v2(q). Then Mi = Mvi the parallel submanifold. So by Proposition
6.5.1, πi : M → Mi defined by πi(x) = x + vi(x) is a fibration and M is a
Smi-bundle over Mi.

Let Bi be the normal disk bundle of radius ri of Mi in Sn+1, where r1 = θ1

and r2 = π/p − θ1. So

Bi = {cos t x + sin t v(x) | |t| ≤ ri, v is normal to M in Sn+1},
and ∂Bi = M . Next we claim that B1 ∪ B2 = Sn+1. To see this, let
a ∈ Sn+1. Since M is compact, fa assumes minimum, say at x0. So a =
cos t x0 + sin t eα(x0) for some t. Because x0 is the minimum of fa, a must
lie in the Weyl chamber 
x0 of W on νx0 , i.e., −r2 < t < r1. So a ∈ B1 if
0 ≤ t ≤ r1 and a ∈ B2 if −r2 ≤ t ≤ 0. This proves the following results of
Münzner [Mü1]:

B1 ∪ B2 = Sn+1,

∂B1 = ∂B2 = B1 ∩ B2 = M,

Bi is a (mi + 1) − disk bundle over Mi.

Using this decomposition of Sn+1 as two disk bundles and results from algebraic
topology, Münzner [Mü2] proved that

∑

i

rank(Hi(M)) = 2p,

which is the same as our result in Corollary 8.3.10, because |W | = 2p. He
also obtained the explicit cohomology ring structure of H∗(M, Z2). Using the
cohomology ring structure, Münzner proved the following:

8.4.1. Theorem. If M is an isoparametric hypersurface of Sn+1 with p
distinct principal curvatures, then p must be 1, 2, 3, 4 or 6.

Next we state some restrictions on the possible multiplicities mi. The first
result of this type was proved by É. Cartan:

8.4.2. Theorem. If Mn is an isoparametric hypersurface of Sn+1 with three
distinct principal curvatures, then m1 = m2 = m ∈ {1, 2, 4, 8}.

Using delicate topological arguments, Münzner [Mü2] and Abresch [Ab]
obtained restrictions on the mi’s for the case of p = 4 and p = 6. First we
make a definition:
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8.4.3. Definition. A pair of integers (m1, m2) is said to satisfy condition (*)
if one of the following hold:

(a) 2k divides (m1 +m2 + 1), where 2k = min{2σ| m1 < 2σ, σ ∈ N},
(b) if m1 is a power of 2, then 2m1 divides (m2+1) or 3m1 = 2(m2+1).

8.4.4. Theorem. Suppose Mn is isoparametric in Sn+1 with p distinct
principal curvatures.
(i) If p = 4 and m1 ≤ m2, then (m1, m2) must satisfy condition (*).
(ii) If p = 6, then m1 = m2 ∈ {1, 2}.

We will omit the difficult proof of these results and instead refer the reader
to [Mü2] and [Ab].

As consequence of Theorem 8.4.1, we have:

8.4.5. Theorem. If M is a rank 2 isoparametric submanifold of Euclidean
space, then the Coxeter group W associated to M is crystallographic, i.e.,
W = A1 × A1, A2, B2, or G2.

8.4.6. Theorem. If M is an irreducible rank 2 isoparametric submanifold
of Euclidean space, then the marked Dynkin diagram associated to M must be
one of the following:

A2 ◦ ◦ m∈{1,2,4,8}
m m

B2 ◦ ◦ (m1,m2) satisfies (∗)
m1 m2

G2 ◦ ◦ m∈{1,2}
m m

8.5. Parallel foliations

In section 7.2 we noted that most results of Chapter 6 work for infinite
dimensional isoparametric submanifolds. Although the proof of the existence
of parallel foliation for finite dimensional isoparametric submanifolds does not
work in the infinite dimensional case, the topological results of section 8.3 lead
to the existence of parallel foliation.
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Let M be a PF submanifold of V with flat normal bundle, and Y the end
point map of M . In general, the parallel set,

Mv = {Y (v(x)) = x + v(x) | x ∈ M},

defined by a parallel normal field v, may be a singular set, and F = {Mv |
v is a parallel normal field on M} need not foliate V . The main result of this
section is that if M is isoparametric, then each Mv is an embedded submanifold
of V and F gives an orbit-like singular foliation on V .

In what follows M is a rank k isoparametric submanifold of a Hilbert space
V , νq = q + ν(M)q and 
q is the Weyl chamber of W on νq containing q.

8.5.1. Proposition. M ∩ νq = W · q.

Proof. It is easily seen that W ·q ⊆ νq . Now suppose that b ∈ M ∩νq .
Then b ∈ νb ∩ νq . But b is non-focal with respect to b, so it follows from
Theorem 8.3.7 that we have b ∈ W · q.

8.5.2. Proposition. Suppose σ is a simplex of 
q and σ′ is a simplex of 
q′ .
If σ ∩ σ′ �= ∅ then σ = σ′, and the slices Sq,σ and Sq′,σ′ are equal.

Proof. Suppose a ∈ σ∩σ′. Then q and q′ are critical points of fa with
index zero, nullities mq,σ, mq′,σ′ , and critical submanifolds Sq,σ , Sq′,σ′ of fa

at q and q′ respectively. So it follows from Proposition 8.3.6 that Sq,σ = Sq′,σ′ .
It then follows from the Slice Theorem 6.5.9 that we have σ = σ′.

8.5.3. Proposition. Let σ be a simplex of a Weyl chamber in νq , ϕ ∈ W ,
and Sx,σ the slice as in Theorem 6.5.9. Then ϕ(Sq,σ) = Sϕ(q),σ .

Proof. Using Theorem 6.5.9, we see that Sq,σ is the leaf of the distri-
bution

⊕
{Ej | j ∈ I(q, σ)} through q. But both ϕ(Sq,σ) and Sϕ(q),σ are

the leaves of the distribution
⊕

{Ej | j ∈ I(ϕ(q), σ)} through ϕ(q). So
ϕ(Sq,σ) = Sϕ(q),σ .

8.5.4. Theorem. Let M be a rank k isoparametric submanifold of V ,
σ a simplex of 
q of dimension less than k, and a ∈ σ. Then fa is non-
degenerate in the sense of Bott, and the set C(fa) of critical points of fa is⋃
{Sx,σ|x ∈ W · q}.

Proof. Let x ∈ W ·q. Then x is a critical point of fa with nullity mx,σ

and Sx,σ is the critical submanifold of fa through x. Hence Sx,σ ⊆ C(fa).
Conversely, if y ∈ C(fa) then a ∈ νy . By Theorem 8.3.7, a is a focal point
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with respect to y. so there exists ϕ ∈ W such that ϕ−1(y) = y0, and a simplex
σ′ in the Weyl chamber 
y0 on νy0 such that a ∈ σ′. Then it follows from
Proposition 8.5.2 that σ = σ′ and Sq,σ = Sy0,σ . Thus we have

ϕ(Sq,σ) = Sϕ(q),σ = ϕ(Syo,σ) = Sϕ(y0),σ = Sy,σ.

8.5.5. Theorem. Let M be an isoparametric submanifold in V , q ∈ M ,
and 
q the Weyl chamber of W on νq containing q. Let v be in ν(M)q , ṽ the
parallel normal vector field on M determined by ṽ(q) = v, and Mv the parallel
submanifold Mṽ , i.e.,

Mv = {x + ṽ(x)| x ∈ M}.

Then:
(i) if v �= w, and q + v and q + w are in 
q , then Mv and Mw are disjoint,
(ii) given any a ∈ V there exists a unique v ∈ ν(M)q such that q + v ∈ 
q

and a ∈ Mv ,
(iii) each Mv is an embedded submanifold of V .

Proof. Suppose (q + v), (q + w) are in 
q , and Mv ∩ Mw �= ∅. Let
a ∈ Mv ∩Mw then there exist x, y ∈ M such that a = x+ ṽ(x) = y + w̃(y).
Since a ∈ 
q and ṽ, w̃ are parallel, 〈ṽ, vi〉 and 〈w̃, vi〉 are constant. So
a ∈ 
x and a ∈ 
y , which imply that x and y are critical points of fa

with index 0. If a is non-focal then x = y, so by Proposition 8.3.6 we have
v = w. If a is focal (suppose a lies in the simplex σ of 
q) then the two
critical submanifolds Sx,σ and Sy,σ are equal. In particular, y ∈ Sx,σ . Using
the same notation as in the Slice Theorem 6.5.9, we note that the slice Sx,σ is
a finite dimensional isoparametric submanifold in x + η(σ) ⊂ a + ν(Mv)a.
Let v = u1 + u2, where u1 is the orthogonal projection of v along V (σ).
Then Sx,σ is contained in the sphere of radius ‖u1‖ and centered at x + u1.
So y + ũ1(y) = x + u1. Since V (σ) is perpendicular to Sx,σ, ũ2(y) = u2.
Therefore we have y + ṽ(y) = x + ṽ(x) = a = y + w̃(y), which implies that
v = w

To prove (ii), we note that since fa is bounded from below and satisfies
condition C, there exists x0 ∈ M such that fa(x0) is the minimum. Then
a ∈ 
x0 , so there exists a parallel normal field ṽ such that ṽ(x0) = a − x0.

If x, y ∈ Mv and x + ṽ(x) = y + ṽ(y) = b, then both x and y are critical
points of fb with index 0. Then, by Proposition 8.3.6 (iii), fb(x) = fb(y) is
the absolute minimum of fb and if b is non-focal then, by 8.3.6 (ii), x = y.
If b is a focal point of M , then a is a focal point with respect to both x and y
by Theorem 8.3.7. Suppose a lies in a simplex σ of 
x. Then by Proposition



8. Topology of Isoparametric Submanifolds 165

8.3.6 again, y ∈ Nx,σ . Since Sx,σ is isoparametric in η(σ), it is an embedded
submanifold, i.e., x = y.

8.5.6. Corollary. Let M be an isoparametric submanifold of V and q ∈ M .
Then F = {Mv| q + v ∈ 
q} defines an orbit-like singular foliation on V ,
which will be called the isoparametric foliation of M . The leaf space of F is
isomorphic to the orbit space νq/W .

8.5.7. Corollary. If a ∈ σ ⊆ 
q and a = q + v, then the isoparametric
foliation of Sq,σ in (a + ν(Mv)a) is {Mu ∩ (a + ν(Mu)a)| Mu ∈ F}.

8.6. Convexity theorem

A well-known theorem of Schur ([Su]) can be stated as follows: Let M be
the set of n×n Hermitian matrices with eigenvalues a1, . . . , an, and u : M →
Rn the map defined by u((xij)) = (x11, . . . , xnn). Then u(M) is contained
in the convex hull of Sn · a, where Sn is the symmetric group acting on Rn by
permuting the coordinates. Conversely, A. Horn ([Hr]) showed that the convex
hull of Sn · a is contained in u(M). Hence we have

8.6.1. Theorem. u(M) = cvx(Sn · a), the convex hull of Sn · a .

Note that Theorem 8.6.1 can be viewed as a theorem about a certain sym-
metric space, because M is an orbit of the isotropy representation of the sym-
metric space SL(n, C)/ SU(n, C), and u is the orthogonal projection onto a
maximal abelian subspace. B. Kostant ([Ks]) generalized this to any symmetric
space; his result is :

8.6.2. Theorem. Let G/K be a symmetric space, G = K + P the cor-
responding decomposition of the Lie algebra, T a maximal abelian subspace
of P , W = N(T )/Z(T ) the associated Weyl group of G/K acting on T ,
and u : P → T the linear orthogonal projection onto T . Let M be an or-
bit of the isotropy representation of G/K through z, i.e., M = Kz. Then
u(M) = cvx(W · z).

The isotropy action of the compact symmetric space G × G/G is just the
adjoint action of G on G. Moreover, if we identify G to its dual G∗ via the
Killing form, then these orbits have a natural symplectic structure. In this case,
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the map u in Theorem 8.6.2 is the moment map. Recently, Theorem 8.6.2 has
been generalized in the framework of symplectic geometry by Atiyah ([At]) and
independently by Guillemin and Sternberg ([GS]) to the following:

8.6.3. Theorem. Let M be a compact connected symplectic manifold with
a symplectic action of a torus T , and f : M → T ∗ the moment map. Then
f(M) is a convex polyhedron.

The orbits that occur in Kostant’s theorem 8.6.2, are isoparametric. More-
over, as we shall now see, it turns out that the convexity result follows just from
this geometric condition of being isoparametric. Since there are infinitely many
families of rank 2 isoparametric submanifolds that are not orbits of any linear
orthogonal representation, the Riemannian geometric proof of Theorem 8.6.2
gives a more general result [Te3].

8.6.4. Main Theorem. Let Mn ⊆ Sn+k−1 ⊆ Rn+k be isoparametric,
q ∈ M , and W the associated Weyl group of M . Let P denote the orthogonal
projection of Rn+k onto the normal plane νq = q +ν(M)q , and u = P |M the
restriction of P to M . Then u(M) = cvx(W · q), the convex hull of W · q.

As we said above, our main tool for proving this is Riemannian geometry.
However, the basic idea of the proof goes back to Atiyah ([At]), and Guillemin-
Sternberg ([GS]). Although there is no symplectic torus action around, the height
function of M plays the role of the Hamiltonian function in their symplectic
proofs. In section 8.3, we showed that M is taut (Corollary 8.3.3), i.e., every
non-degenerate Euclidean distance function fa on M is perfect. Because M ⊆
Sn+k−1, the height function ha and −1/2fa differ by a constant, i.e.,

fa = −2ha + (1 + ‖a‖2).

In particular fa and ha have the same critical point theory. Using our detailed
knowledge of the Morse theory of these height functions, Theorem 8.6.4 can be
proved rather easily. It seems that tautness and convexity are closely related,
however, the precise relation is not yet clear.

Henceforth we assume that Mn ⊆ Sn+k−1 ⊆ Rn+k is isoparametric, W
is its Weyl group, and we use the same notations as in Chapter 6. In particular,
for x ∈ M , we let
x denote the Weyl chamber on νx = x+ν(M)x containing
x. First we recall following results concerning the height functions.

8.6.5. Theorem. Let a ∈ Rn+k be a fixed non-zero vector, ha : M → R the
associated height function, i.e., ha(x) = 〈x, a〉, and let C(ha) denote the set
of all critical points of ha.

(i) x ∈ C(ha) if and only if a ∈ νx.
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(ii) If x0 is an index 0 critical of ha, then b = ha(x0) is the absolute minimum
value of ha on M and h−1

a (b) is connected. Moreover,
(1) a ∈ 
x0 ,
(2) if a ∈ σ, a simplex of 
x0 , then h−1

a (b) = Sx0,σ (the slice through x0

with respect to σ).
(iii) If x ∈ C(ha) and a is regular with respect to the W -action on νx, then

ha is non-degenerate and C(ha) = W · x.
(iv) If a is W -singular, then ha is non-degenerate in the sense of Bott ([Bt]).

More specifically, if x0 ∈ C(ha) is a minimum and a lies on the simplex σ of

x0 , then

C(ha) =
⋃

{Sx,σ| x ∈ W · x0}.

8.6.6. Lemma. We use the same notation as in Theorem 8.6.4. Let u = P |M ,
the restriction of P to M , and C the set of all singular points of u. Then C
is the union of all slices Sx,σ for x in W · q and σ a 1-simplex of some Weyl
chamber of νq .

Proof. We may assume that νq = Rk. Let t1, . . . , tk be the standard
base of Rk. Then u = (u1, . . . , uk), where ui(x) = hti(x) = 〈x, ti〉. It is
easy to see that the following statements are equivalent:

(1) rank(dux) < k.
(2) du1(x), . . . , duk(x) are linearly dependent.
(3) there exists a non-zero vector a = (a1, . . . , ak) such that

a1du1(x) + . . . + akduk(x) = 0.

(4) x is a critical point of some height function ha.
Then the lemma follows from Theorem 8.5.4.

8.6.7. Proof of the Main Theorem. We will use induction on k to show that:

(*) u(M) = cvx(W · q), if M is isoparametric of rank k.

If k = 1, then M is a standard sphere of Rn+1, so u(M) is the line segment
joining q to −q. Suppose (*) is true when the codimension is less than k, and
Mn is full and isoparametric in Rn+k. Then we want to show that u(M) = D,
where D = cvx(W · q). We divide our proof into five steps.

(i) Let C denote the set of singular points of u. Then u(C) is the union
of finitely many (k − 1)-polyhedra, and ∂D ⊆ u(C) ⊆ D. So in particular,
D \ u(C) is open.
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To see this, we note by Theorem 6.5.9 that if σ a 1-simplex on νq and
x ∈ W · q then the slice Sx,σ is a rank k− 1 isoparametric submanifold. So by
the induction hypothesis, u(Sx,σ) is a (k−1)-polyhedron. Then using Theorem
8.5.4, we have

u(C) =
⋃

{P (Sx,σ) | x ∈ W · q,
σ a 1 − simplexof some Weyl chamber of νq}.

But it is also easy to see that

∂D =
⋃

{P (Sx,σ)| x ∈ W · q, σ a 1 − simplex of 
x}.

(ii) ∂(u(M)) ⊆ u(C). This follows from the Inverse function theorem,
because the image of a regular point of u is in the interior of u(M).

(iii) u(M) ⊆ D. This follows from the fact that u(C) ⊆ D.
(iv) If Ui is a connected component of D \u(C), then either Ui ⊆ u(M),

or Ui∩u(M) = ∅. To prove this, we proceed as follows: Suppose Ui∩u(M)0

is a non-empty proper subset of Ui, where u(M)0 denotes the interior of u(M).
Then there is a sequence yn ∈ Ui ∩ u(M)o such that yn converges to y, which
is not in Ui ∩ u(M)o. Since u(M) is compact, y ∈ u(M). Using step (ii),
we have ∂(u(M)) ⊆ u(C). But by definition of Ui, Ui ∩ u(C) = ∅, so we
conclude that y is a regular value of u, hence y ∈ Ui ∩u(M)o, a contradiction.

(v) Ui ⊆ u(M) for all i. Suppose not, then we may assume U1∩u(M) =
∅. Using step (i), we know that ∂U1 is the union of (k − 1)-polyhedra. Let µ
be a (k − 1)-face of ∂U1, and t the outward unit normal of ∂U1 at µ. Then by
Euclidean geometry the height function ht on M has local minimum value c0 on
µ, hence by Proposition 8.3.6, c0 is the absolute minimum of ht and µ ⊂ ∂D.
But by Euclidean geometry µ ⊆ ∂D implies that c0 is also a local maximum
value of ht hence the maximum value of ht on M , and hence M is contained
in the hyperplane 〈x, t〉 = c0, which contradicts the fact that M is full.
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This completes the proof of (*).

If z ∈ νq is W -regular, then the leaf Mz of the parallel foliation of M
through z is isoparametric of codimension k and ν(Mz)z = ν(M)q . Hence
(*) implies that P (Mz) = cvx(W · z). If z ∈ νq is W -singular, then we
may assume that Mz = Mv for a parallel normal field v on M , and Mtv is
isoparametric for all 0 ≤ t < 1 (or equivalently that q + tv(q) is W -regular for
all 0 ≤ t < 1). We define the following smooth map

F : M × [0, 1] → Rk, by F (x, t) = P (x + tv(x)).

Letut(x) = F (x, t), thenut(M) = P (Mtv). By (*), P (Mtv) = cvx(W ·(q+
tv(q))) for all 0 ≤ t < 1. But ut → u1 uniformly as t → 1, so its image ut(M)
converges in the Hausdorff topology to u1(M). But q + tv(q) converges to
q+v(q) = z, so P (Mtv) converges to the convex hull of W ·(q+v(q)) = W ·z,
hence we obtain

8.6.8. Theorem. With the same assumption as in Theorem 8.6.4. Let
z ∈ νq , and Mz the leaf of the parallel foliation of M through z. Then
P (Mz) = cvx(W · z).

8.7. Marked Dynkin Diagrams for Isoparametric Submanifolds

In this section we determine the possible marked Dynkin diagrams for both
the finite and infinite dimensional isoparametric submanifolds.

Let M be a rank k irreducible isoparametric submanifold in a Hilbert space
V , {	i| i ∈ I} the focal hyperplanes, {vi| i ∈ I} the curvature normals, mi the
corresponding multiplicities, and W the associated Coxeter group.

(1) If V is of finite dimension, then we may assume that 	1, . . . , 	k form a
simple root system for W , and the marked Dynkin diagram has k vertices (one
for each 	i, 1 ≤ i ≤ k) such that the ith vertex is marked with multiplicities mi

and there are α(g) edges joined the ith and jth vertices if the angle between 	i

and 	j is π/g, where α(g) = g−2 if 1 < g ≤ 4 and α(6) = 3. So the possible
marked Dynkin diagram for rank k finite dimensional irreducible isoparametric
submanifolds are:

Ak ◦ ◦ · · · ◦ ◦
m1 m2 mk

Bk ◦ ◦ · · · ◦ ◦
m1 m2 mk
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m1

Dk ◦ ◦ · · · ◦

◦

◦ ◦
m1 m2 mk−1

m1

Ek ◦ ◦ · · ·

◦

◦ ◦ ◦ k=6,7,8
m1 m2 mk−1

F4 ◦ ◦ ◦ ◦
m1 m2 m3 m4

G2 ◦ ◦
m1 m2

(2) If V is an infinite dimensional Hilbert space, then we may assume that
	1, . . . , 	k+1 form a simple root system for W , and the marked Dynkin dia-
gram has k + 1 vertices (one for each 	i, 1 ≤ i ≤ k + 1); the ith vertex is
marked with the multiplicity mi. There are α(g) edges joining the ith and
jth vertices if the angle between 	i and 	j is π/g with g > 1, and there are
infinitely many edges joining ith and jth vertices if 	i is parallel to 	j . So
using the classification of the affine Weyl groups, we can easily write down the
possible marked Dynkin diagrams for rank k infinite dimensional irreducible
isoparametric submanifolds.

Let q ∈ M , and νq = q + ν(M)q . Given i �= j ∈ I , suppose 	i is
not parallel to 	j and the angle between 	i and 	j is π/g. Then there exists a
unique (k − 2)-dimensional simplex σ of the chamber 
 on νq containing q
such that σ ⊆ 	i(q) ∩ 	j(q). By the Slice Theorem, 6.5.9, the slice Sq,σ is a
finite dimensional rank 2 isoparametric submanifold with the Dihedral group
of 2g elements as its Coxeter group, and mi, mj its multiplicities. So use the
classification of Coxeter groups and the results in section 8.4 of Cartan, Münzner,
and Abresch on rank 2 finite dimensional case, we obtain some immediate
restrictions of the possible marked Dynkin diagrams for rank k isoparametric
submanifolds of Hilbert spaces. In particular, we have

8.7.1. Theorem. If Mn is isoparametric in Rn+k, then the angle between
any two focal hyperplanes 	i and 	j is π/g for some g ∈ {2, 3, 4, 6}.

8.7.2. Corollary. If Mn is an irreducible rank k isoparametric submanifold
in Rn+k, then the associated Coxeter group W of M is an irreducible Weyl (or
crystallographic) group.
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8.7.3. Proposition. There are at most two distinct multiplicities for an
irreducible isoparametric submanifolds M of V .

Proof. If the ith and (i+1)th vertices of the Dynkin diagram are joined
by one edge, then by Theorem 8.4.2, mi = mi+1. But each irreducible Dynkin
graph has at most one i0 such that the ith0 and (i0 + 1)th vertices are joined by
more than one edge. So the result follows.

8.7.4. Theorem. Let Mn be a rank k isoparametric submanifold in Rn+k.
If all the multiplicities are even, then they are all equal to an integer m, where
m ∈ {2, 4, 8}.

Proof. If the ith and (i+1)th vertices of the Dynkin diagram are joined
by two or four edges, then by Theorem 8.4.5, mi = mi+1 = 2.

To obtain further such restrictions we need the more information on the
cohomology ring of M . The details can be found in [HPT2]. Here we will only
state the results without proof.

8.7.5. Theorem. The possible marked Dynkin diagrams of irreducible rank
k ≥ 3 finite dimensional isoparametric submanifolds are as follows:

Ak ◦ ◦ · · · ◦ ◦ m∈{1,2,4}
m m m

Bk ◦ ◦ · · · ◦ ◦ (m1,m2) satisfies (∗) below.
m1 m1 m1 m2

m

Dk ◦ ◦ · · · ◦

◦

◦ ◦ m∈{1,2,4}
m m m

m

Ek ◦ ◦ · · ·

◦

◦ ◦ ◦ m∈{1,2,4} k=6,7,8
m m m

F4 ◦ ◦ ◦ ◦ m1=m2=2 or m1=1, m2∈{1,2,4,8}
m1 m1 m2 m2

The pair (m1, m2) satisfies (*) if it satisfies one of the following conditions:
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(1) m1 = 1, m2 is arbitrary,
(2) m1 = 2, m2 = 2 or 2r + 1,
(3) m1 = 4, m2 = 1, 5, or 4r + 3,
(4) k = 3, m1 = 8, m2 = 1, 3, 7, 11, or 8r + 7.

As a consequence of Theorem 8.7.5, Theorem 8.4.4 and the Slice Theorem
6.5.9, we have:

8.7.6. Theorem. The possible marked Dynkin diagrams of irreducible rank
k ≥ 3 infinite dimensional isoparametric submanifolds are as follows:

Ã1 ◦ ◦∞

m1 m2

m

Ãk ◦ ◦ · · · ◦ ◦
◦

m∈{1,2,4}
m m m

B̃2 ◦ ◦ ◦ (m1,m2) , (m2,m3) satisfy (∗).
m1 m2 m3

m

B̃k ◦

◦

◦ ◦ · · · ◦ ◦ (m,m1) satisfies (∗).
m m m m m1

C̃k ◦ ◦ ◦ · · · ◦ ◦ ◦ (m,m1) , (m,m2) satisfy (∗).
m1 m m m m m2

m m

D̃k ◦

◦

◦ ◦ · · · ◦

◦

◦ ◦ m∈{1,2,4}
m m m m m m

Ẽ6 ◦ ◦

◦

◦◦

◦ ◦ ◦ m∈{1,2,4}
m m m m m

m

m

m

Ẽ7 ◦ ◦ ◦

◦

◦ ◦ ◦ ◦ m∈{1,2,4}
m m m m m m m
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m

Ẽ8 ◦ ◦

◦

◦ ◦ ◦ ◦ ◦ ◦ m∈{1,2,4}
m m m m m m m m

m1=m2=2 or

F̃4 ◦ ◦ ◦ ◦ ◦ m2=1 , m1∈{1,2,4} or

m1=1 , m2∈{1,2,4,8}m1 m1 m1 m2 m2

G̃2 ◦ ◦ ◦ m∈{1,2,4}
m m m

Let G/K be a rank k symmetric space, G = K + P , A the maximal
abelian subalgebra contained in P , and q ∈ A a regular point with respect
to the isotropy action K on P . Then M = Kq is a principal orbit, and is a
rank k isoparametric submanifold of P . The Weyl group associated to M as
an isoparametric submanifold is the standard Weyl group associated to G/K,
i.e., W = N(A)/Z(A). If xi ∈ 	i(q) and xi lies on a (k − 1)-simplex, then
mi = dim(M)−dim(Kxi). It is shown in [PT2] that these principal orbits are
the only homogeneous isoparametric submanifolds (i.e., a submanifold which
is both an orbit of an orthogonal action and is isoparametric). So from the
classification of symmetric spaces, we have (for details see [HPT2])

8.7.7. Theorem. The marked Dynkin diagrams for rank k, irreducible, finite
dimensional, homogeneous isoparametric submanifolds are the following:

A2 ◦ ◦ m∈{1,2,4,8}
m m

Ak ◦ ◦ · · · ◦ ◦ m∈{1,2,4}
m m m

Bk ◦ ◦ · · · ◦ ◦ (m1,m2) satisfies (∗)
m1 m1 m1 m2

m

Dk ◦ ◦ · · · ◦

◦

◦ ◦ m∈{1,2}
m m m

m

Ek ◦ ◦ · · ·

◦

◦ ◦ ◦ m∈{1,2} k=6,7,8
m m m
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F4 ◦ ◦ ◦ ◦ m1=m2=2 or m1=1, m2∈{1,2,4,8}
m1 m1 m2 m2

G2 ◦ ◦ m∈{1,2}
m m

The pair (m1, m2) satisfies (*) in all of the following cases:
(1) m1 = 1, m2 is arbitrary,
(2) m1 = 2, m2 = 2 or 2m + 1,
(3) m1 = 4, m2 = 1, 5, 4m + 3,
(4) m1 = 8, m2 = 1,
(5) k = 2, m1 = 6, m2 = 9.

8.7.8. Corollary. The set of multiplicities (m1, m2) of homogeneous,
isoparametric, finite dimensional submanifolds with B2 as its Coxeter groups
is

{(1, m), (2, 2m + 1), (4, 4m + 3), (9, 6), (4, 5), (2, 2)}.

8.7.9. Open problems. If we compare Theorem 8.7.5 and 8.7.7, it is natural
to pose the following problems:

(1) Is it possible to have an irreducible, rank 3, finite dimensional isoparametric
submanifold, whose marked Dynkin diagram is the following?

4

D4 ◦

◦

◦ ◦
4 4 4

(It would be interesting if such an example does exist, however we expect that
most likely it does not. Of course a negative answer to this problem would also
imply the non-existence of marked Dynkin diagrams with uniform multiplicity
4 of Dk-type, k > 5 or Ek-type, k = 6, 7, 8.

(2) Is it possible to have an isoparametric submanifold whose marked Dynkin
diagram is of the following type with m > 1:

B3 ◦ ◦ ◦
8 8 m
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(3) Let Mn ⊆ Rn+k be an irreducible isoparametric submanifold with uniform
multiplicities. Is it necessarily homogeneous ?

If the answer to problem 3 is affirmative and if the answers to problem 1
and 2 are both negative, then the remaining fundamental problem would be:

(4) Are there examples of non-homogeneous irreducible isoparametric subman-
ifolds of rank k > 3 ?

It follows from section 6.4 that if n = 2(m1 + m2 + 1), and f : Rn → R
is a homogeneous polynomial of degree 4 such that


f(x) = 8(m2 − m1) ‖x‖2, ‖∇f(x)‖2 = 16 ‖x‖6, (8.7.1)

then the polynomial map x �→ (|x|2, f(x)) is isoparametric and its regular
levels are isoparametric submanifolds of Rn+2 with

B2 ◦ ◦
m1 m2

as its marked Dynkin diagram, i.e., B2 is the associated Weyl group with
(m1, m2) as multiplicities. Solving (8.7.1), Ozeki and Takeuchi found the first
two families of non-homogeneous rank 2 examples. In fact, they constructed
the isoparametric polynomial explicitly as follows:

8.7.10. Examples. (Ozeki-Takeuchi [OT1,2]) Let (m1, m2) = (3, 4r) or
(7, 8r), F = H or Ca (the quarternions or Cayley numbers) for m1 = 3 or 7
respectively, and let n = 2(m1 + m2 + 2). Let u �→ ū denote the canonical
involution of F . Then

(u, v) =
1
2
(uv̄ + vū)

defines an inner product on F , that gives an inner product on Fm. We let

f0 : Rn = F 2(r+1) = F 1+r × F 1+r → R,

f0(u, v) = 4(‖uv̄t‖2 − (u, v)2) + (‖u1‖2 − ‖v1‖2 + 2(u0, v0))2,

where u = (u0, u1), v = (v0, v1) and u0, v0 ∈ F , u1, v1 ∈ F r. Then

f(u, v) = (‖u‖2 + ‖v‖2)2 − 2f0(u, v)

satisfies (8.7.1). So the intersection of a regular level of f and Sn−1 is isopara-
metric with B2 as the associated Weyl group and (3, 4r) or (7, 8r) as multiplic-
ities. These examples correspond to (3, 4r) and (7, 8r) are non-homogeneous.
But there is also a homogeneous example with B2 as its Weyl group and (3, 4)
as its multiplicities. So the marked Dynkin diagram does not characterize an
isoparametric submanifold.



176 Part I Submanifold Theory

8.7.11. Examples. Another family of non-homogeneous rank 2 isoparametric
examples is constructed from the representations of the Clifford algebra C	m+1

by Ferus, Karcher and Münzner (see [FKM] for detail). It is known from
representation theory that every irreducible representation space of C	m+1 is
of even dimension, and it is given by a “Clifford system” (P0, . . . , Pm) on R2r,
i.e., the P ′

is are in SO(2r) and satisfy

PiPj + PjPi = 2δijId.

Let f : R2r → R be defined by

f(x) = ‖x‖4 −
m∑

i=0

〈Pi(x), x〉2.

Then f satisfies (8.7.1) with m1 = m and m2 = r − m1 − 1. If m1, m2 > 0,
then the regular levels of the map x �→ (‖x‖2, f(x)) are isoparametric with
Coxeter group B2 and multiplicities (m1, m2). Most of these examples are
non-homogeneous.

8.7.12. Remark. The classification of isoparametric submanifolds is still far
from being solved. For example we do not know

(1) what the set of the marked Dynkin diagrams for rank 2 finite dimensional
isoparametric submanifolds is,

(ii) what the rank k homogeneous infinite dimensional isoparametric sub-
manifolds are.
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Chapter 9

Elementary Critical Point Theory

The essence of Morse Theory is a collection of theorems describing the
intimate relationship between the topology of a manifold and the critical point
structure of real valued functions on the manifold. This body of theorems
has over and over again proved itself to be one of the most powerful and far-
reaching tools available for advancing our understanding of differential topology
and analysis. But a good mathematical theory is more than just a collection of
theorems; in addition it consists of a tool box of related conceptualizations and
techniques that have been gradually built up to help understand some circle of
mathematical problems. Morse Theory is no exception, and its basic concepts
and constructions have an unusual appeal derived from an underlying geometric
naturality, simplicity, and elegance. In these lectures we will cover some of the
more important theorems and applications of Morse Theory and, beyond that,
try to give a feeling for and an ability to work with these beautiful and powerful
techniques.

9.1. Preliminaries

We will assume that the reader is familiar with the standard definitions
and notational conventions introduced in the Appendix. We begin with some
basic assumptions and further notational conventions. In all that follows f :
M → R will denote a smooth real valued function on a smooth finite or infinite
dimensional hilbert manifold M . We will make three basic assumptions about
M and f :
(a) (Completeness). M is a complete Riemannian manifold.
(b) (Boundedness below) The function f is bounded below on M . We will let

B denote the greatest lower bound of f , so our assumption is that B > −∞.
(c) (Condition C) If {xn} is any sequence in M for which |f(xn)| is bounded

and for which ‖dfxn‖ → 0, it follows that {xn} has a convergent subse-
quence, xnk

→ p.
(By continuity, ‖dfp‖ = 0, so that p is a critical point of f).
Of course if M is compact then with any choice of Riemannian metric

for M all three conditions are automatically satisfied. In fact we recommend
that a reader new to Morse theory develop intuition by always thinking of M
as compact, and we will encourage this by using mainly compact surfaces for
our examples and diagrams. Nevertheless it is important to realize that in our
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formal proofs of theorems only (a), (b), and (c) will be used, and that as we
shall see later these conditions do hold in important cases where M is not only
non-compact, but even infinite dimensional.

Recall that p in M is called a critical point of f if dfp = 0 . Other points
of M are called regular points of f . Given a real number c we call f−1(c) the
c-level of f , and we say it is a critical level (and that c is a critical value of f )
if it contains at least one critical point of f . Other real numbers c (even those for
which f−1(c) is empty!) are called regular values of f and the corresponding
levels f−1(c) are called regular levels. We denote by Mc (or by Mc(f) if there
is any ambiguity) the “part of M below the level c”, i.e., f−1((−∞, c]). It is
immediate from the inverse function theorem that for a regular value c, f−1(c)
is a (possibly empty) smooth, codimension one submanifold of M , that Mc is
a smooth submanifold with boundary, and that ∂Mc = f−1(c). We will denote
by C the set of all critical points of f , and by Cc the set C ∩ f−1(c) of critical
points at the level c. Then we have the following lemma.

9.1.1. Lemma. The restriction of f to C is proper. In particular,
for any c ∈ R, Cc is compact.

Proof. We must show that f−1([a, b]) ∩ C is compact, i.e. if {xn} is
a sequence of critical points with a ≤ f(xn) ≤ b then {xn} has a convergent
subsequence. But since ‖∇fxn‖ = 0 this is immediate from Condition C.

Since proper maps are closed we have:

9.1.2. Corollary. The set f(C) of critical values of f is a closed
subset of R.

Recall that the gradient of f is the smooth vector field ∇f on M dual to
df , i.e., characterized by Y f = 〈Y,∇f〉 for any tangent vector Y to M . Of
course if Y is tangent to a level f−1(c) then Y f = 0, so at each regular point x
it follows that ∇f is orthogonal to the level through x. In fact it follows easily
from the Schwarz inequality that, at a regular point, ∇f points in the direction
of most rapid increase of f . We will denote by ϕt the maximal flow generated
by −∇f . For each x in M ϕt(x) is defined on an interval α(x) < t < β(x)
and t �→ ϕt(x) is the maximal solution curve of −∇f with initial condition
x. Thus d

dtϕt(x) = −∇fϕt(x) and so d
dtf(ϕt(x)) = −∇f(f) = −‖∇f‖2, so

f(ϕt(x)) is monotonically decreasing in t. Since f is bounded below by B it
follows that f(ϕt(x)) has a limit as t → β(x).

We shall now prove the important fact that {ϕt} is a “positive semi-group”,
that is, for each x in M β(x) = ∞, so ϕt(x) is defined for all t > 0.

9.1.3. Lemma. A C1 curve σ : (a, b) → M of finite length has
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relatively compact image.

Proof. Since M is complete it will suffice to show that the image
of σ is totally bounded. Since

∫ b

a
‖σ′(t)‖ dt < ∞, given ε > 0 there exist

t0 = a < t1 < . . . < tn < tn+1 = b such that
∫ ti+1

ti
‖σ′(t)‖ dt < ε. Then by

the definition of distance in M it is clear that the xi = σ(ti) are ε-dense in the
image of σ.

9.1.4. Proposition. Let X be a smooth vector field on M and
let σ : (a, b) → M be a maximal solution curve of X. If b < ∞ then
∫ b

0
‖Xσ(t)‖ dt = ∞. Similarly if a > −∞ then

∫ 0

a
‖Xσ(t)‖ dt = ∞.

Proof. Since σ is maximal, if b < ∞ then σ(t) has no limit point in M
as t → b. Thus, by the lemma, σ : [0, b) → M must have infinite length, and
since σ′(t) = Xσ(t),

∫ b

0
‖Xσ(t)‖ dt = ∞.

9.1.5. Corollary. A smooth vector field X on M of bounded length,
generates a one-parameter group of diffeomorphisms of M .

Proof. Suppose ‖X‖ ≤ K < ∞. If b < ∞ then
∫ b

0
‖Xσ(t)‖ dt ≤

bK < ∞, contradicting the Proposition. By a similar argument a > −∞ is
also impossible.

9.1.6. Theorem. The flow {ϕt} generated by −∇f is a positive
semi-group; that is, for all t > 0 ϕt is defined on all of M . Moreover for
any x in M ϕt(x) has at least one critical point of f as a limit point as
t → ∞.

Proof. Let g(t) = f(ϕt(x)) and note that B ≤ g(T ) = g(0) +
∫ T

0
g′(t) dt = g(0) −

∫ T

0
‖∇fϕt(x)‖2 dt. Since this holds for all T < β(x), by

the Schwarz inequality

∫ β(x)

0

‖∇fϕt(x)‖ dt ≤
√

β(x)

(∫ β(x)

0

‖∇fϕt(x)‖2 dt

) 1
2

,

which is less than or equal to
√

β(x)(g(0) − B)
1
2 , and hence would be finite

if β(x) were finite. It follows from the preceding proposition that β(x) must
be infinite and consequently ‖∇fϕt(x)‖ cannot be bounded away from zero as
t → ∞, since otherwise

∫ ∞
0

‖∇fϕt(x)‖2 dt would be infinite, whereas we know
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it is less than g(0)−B. Finally, since f(ϕt(x)) is bounded, it now follows from
Condition C that ϕt(x) has a critical point of f as a limit point as t → ∞.

9.1.7. Remark. An exactly parallel argument shows that as t → α(x)
either f(ϕt(x)) → ∞ or else α(x) must be −∞ and ϕt(x) has a critical point
of f as a limit point as t → −∞.

9.1.8. Corollary. If x in M is not a critical point of f then there is

a critical point p of f with f(p) < f(x).

Proof. Choose any critical point of f that is a limit point of ϕt(x) as
t → ∞.

9.1.9. Theorem. The function f attains its infimum B. That is,

there is a critical point p of f with f(p) = B.

Proof. Choose a sequence {xn} with f(xn) → B. By the preceding
corollary we can assume that eachxn is a critical point off . Then by Condition C
a subsequence of {xn} converges to a critical point p of f , and clearly f(p) = B.

In order to understand and work effectively with a complex mathematical
subject one must get behind its purely logical content and develop some intuitive
picture of the key concepts. Normally these intuitions are imprecise and vary
considerably from one individual to another, and this often can be a barrier
to the easy communication of mathematical ideas. One of the pleasant and
special features of Morse Theory is that it has a generally accepted metaphor
for visualizing many of its basic concepts. Since much of the terminology and
motivation of the theory is based on this metaphor we shall now explain it in
some detail.

Starting with our smooth function f : M → R we build a “world” W =
M×R. We now identify M not with M×{0}, (which we think of as “sea-level”)
but rather with the graph of f ; that is we identify x ∈ M with (x, f(x)) ∈ W .



M

graph of f
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The projection z : W → R, (x, t) �→ z(x, t) = t we think of as “height
above sea-level”. Since z(x, f(x)) = f(x) this means that our original function
f represents altitude in our new realization of M . And this in turn means that
the a-level of f becomes just that, it is the intersection of the graph of f with the
altitude level-surface z = a in W . The critical points of f are now the valleys,
passes, and mountain summits of the graph of f , that is the points where the
tangent hyperplane to M is horizontal. We think of the projection of W onto
M as providing us with a “topo map” of our world; projecting the a-level of
f in W into M gives us the old f−1(a) which we now think of as an isocline
(surface of constant height) on this topographic map.

We give W the product Riemannian metric, and recall that the negative
gradient vector field −∇f represents the direction of “steepest descent” on the
graph of f ; pointing orthogonal to the level surfaces in the downhill direction.
Thus (very roughly speaking) we may think of the flow ϕt we have been using
as modelling the way a very syrupy liquid would flow down the graph of f under
the influence of gravity. We shall return to this picture many times in the sequel
to provide intuition, motivation, and terminology.

There is a particular Morse function that, while not completely trivial, is
so intuitive and easy to analyze, that it is is everybody’s favorite model, and we
will use it frequently to illustrate various concepts and theorems. Informally it
is the height above the floor on a tire standing in ready-to-roll position. More
precisely, we take M to be the torus obtained by revolving the circle of radius
1 centered at (0, 2) in the (x, y)-plane about the y-axis, and define f : M → R
to be orthogonal projection on the z-axis.
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This function has four critical points: a maximum a = (0, 0, 3) at the
level 3, a minimum d = (0, 0,−3) at the level −3, and two saddle points
b = (0, 0, 1), and c = (0, 0,−1), at the levels 1 and −1 respectively. The
reader should analyze the asymptotic properties of the flow ϕt(x) of −∇f in
this case. Of course the four critical points are fixed. Other points on the circle
C1 : x = 0, y2+(z−2)2 = 1 tend to b, other points on C2 : y = 0, x2+y2 = 1
tend to c, and all remaining points tend to the minimum, d. We shall refer to
this function as the “height function on the torus”.

The study of the flow {ϕt} generated by −∇f (or more generally of vector
fields proportional to it) is one of the most important tools of Morse theory. We
have seen a little of its power above and we shall see much more in what follows.

9.2. The First Deformation Theorem

We shall now use the flow {ϕt} generated by −∇f to deform subsets of
the manifold M , and see how this leads to a very general method (called “min-
imaxing”) for locating critical points of f . We will then illustrate minimaxing
with an introduction to Lusternik-Schnirelman theory.

9.2.1. Lemma. If O is a neighborhood of the set Cc of critical points
of f at the level c, then there is an ε > 0 such that ‖∇f‖ is bounded
away from zero on f−1(c − ε, c + ε) \ O.

Proof. Suppose not. Then for each positive integer n we could choose
an xn in f−1(c − 1

n , c + 1
n ) \ O such that ‖∇fxn‖ < 1

n . By Condition C, a
subsequence of {xn} would converge to a critical point p of f with f(p) = c,
so p ∈ Cc and eventually the subsequence must get inside the neighborhood O
of Cc, a contradiction.

Since Cc is compact,
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9.2.2. Lemma. Any neighborhood of Cc includes the neighborhoods
of the form Nδ(Cc) = {x ∈ M | ρ(x, Cc) < δ} provided δ is sufficiently
small.

Now let U be any neighborhood of Cc in M , and choose a δ1 > 0 such that
Nδ1(Cc) ⊆ U . Since ‖∇fp‖ = 0 on Cc we may also assume that ‖∇fp‖ ≤ 1
for p ∈ Nδ1(Cc).

If ε is small enough then, by 2.1, for any δ2 > 0 we can choose µ > 0 such
that ‖∇fp‖ ≥ µ for p ∈ f−1([c−ε, c+ε]) and ρ(p, Cc) ≥ δ2 (i.e., p �∈ Nδ2(Cc)).
In particular we can assume δ2 < δ1, so that Nδ2(Cc) ⊆ Nδ1(Cc) ⊆ U .

9.2.3. First Deformation Theorem. Let U be any neighborhood
of Cc in M . Then for ε > 0 sufficiently small ϕ1(Mc+ε\U) ⊆ Mc−ε.

Proof. Let ε = min( 1
2µ2, 1

2µ2(δ1−δ2)), where δ1, δ2, and µ are chosen
as above. Let p ∈ f−1([c− ε, c+ ε])\U . We must show that f(ϕ1(p)) ≤ c− ε,
and since f(ϕt(p)) is monotonically decreasing we may assume that ϕt(p) ∈
f−1([c− ε, c + ε]) for 0 ≤ t < 1. Thus by definition of δ2 we can also assume
that if ρ(ϕt(p), Cc) ≥ δ2 then ‖∇fϕt(p)‖ ≥ µ.

Since ϕ0(p) = p and d
dtf(ϕt(p)) = −‖∇fϕt(p)‖2 we have:

f(ϕ1(p)) = f(ϕ0(p)) +
∫ 1

0

−‖∇fϕt(p)‖2 dt

≤ c + ε −
∫ 1

0

‖∇fϕt(p)‖2 dt ,

so it will suffice to show that

∫ 1

0

‖∇fϕt(p)‖2 dt ≥ 2ε = min(µ2, µ2(δ1 − δ2)) .

We will break the remainder of the proof into two cases.

Case 1. ρ(ϕt(t), Cc) > δ2 for all t ∈ [0, 1].
Then ‖∇fϕt(p)‖ ≥ µ for 0 ≤ t ≤ 1 and hence

∫ 1

0
‖∇fϕt(p)‖2 dt ≥ µ2 ≥ min(µ2, µ2(δ1 − δ2)) .

Case 2. ρ(ϕt(t), Cc) ≤ δ2 for some t ∈ [0, 1].
Let t2 be the first such t. Since p �∈ U , a fortiori p �∈ Nδ1(Cc), i.e.,

ρ(ϕ0(p), Cc) ≥ δ1 > δ2, so there is a last t ∈ [0, 1] less than t2 such that
ρ(ϕ0(p), Cc) ≥ δ1. We denote this value of t by t1, so that 0 < t1 < t2 <
1, and in the interval [t1, t2] we have δ1 ≥ ρ(ϕt(p), Cc) ≥ δ2. Note that
ρ(ϕt1(p), Cc) ≥ δ1 while ρ(ϕt2(p), Cc) ≤ δ2 and hence by the triangle in-
equality ρ(ϕt1(p), ϕt2(p)) ≥ δ1 − δ2. It follows that any curve joining ϕt1(p)
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to ϕt2(p) has length greater or equal δ1 − δ2, and in particular this is so for
t �→ ϕt(p), t1 ≤ t ≤ t2. Since d

dtϕt(p) = −∇fϕt(p) this means:

∫ t2

t1

‖∇fϕt(p)‖ dt ≥ δ1 − δ2 .

By our choice of δ1, ‖∇fϕt(p)‖ ≤ 1 for t in [t1, t2], since ρ(ϕt(p), Cc) ≤ δ1 for
such t. Thus

t2 − t1 =
∫ t2

t1

1 dt ≥
∫ t2

t1

‖∇fϕt(p)‖ dt ≥ δ1 − δ2 .

On the other hand, by our choice of δ2, for t in [t1, t2] we also have ‖∇fϕt(p)‖ ≥
µ, since ρ(ϕt(p), Cc) ≥ δ2 for such t. Thus

∫ 1

0

‖∇fϕt(p)‖2 dt ≥
∫ t2

t1

‖∇fϕt(p)‖2 dt

≥
∫ t2

t1

µ2 dt = µ2(t2 − t1)

≥ µ2(δ2 − δ1)

≥ min(µ2, µ2(δ1 − δ2)) .

9.2.4. Corollary. If c is a regular value of f then, for some ε > 0,
ϕ1(Mc+ε) ⊆ Mc−ε.

Proof. Since Cc = �© we can take U = �©.

LetF denote a non-empty family of non-empty compact subsets of M . We
define minimax(f,F), the minimax of f over the family F , to be the infimum
over all F in F of the maximum of f on F . Now the maximum value of f on
F is just the smallest c such that F ⊆ Mc. So minimax(f,F), is the smallest
c such that, for any positive ε, we can find an F in F with F ⊆ Mc+ε. The
family F is said to be invariant under the positive time flow of −∇f if whenever
F ∈ F and t > 0 it follows that ϕt(F ) ∈ F .

9.2.5. Minimax Principle. If F is a family of compact subsets of
M invariant under the positive time flow of −∇f then minimax(f,F) is
a critical value of M .

Proof. By definition of minimax we can find an F in F with F ⊆
Mc+ε. Suppose c were a regular value of f . Then by the above Corollary
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ϕ1(Mc+ε) ⊆ Mc−ε and a fortiori ϕ1(F ) ⊆ Mc−ε. But since F is invariant
under the positive time flow of −∇f , ϕ1(F ) is also in the family F and it
follows that minimax(f,F) ≤ c − ε, a contradiction.

Of course any familyF of compact subsets of M invariant under homotopy
is a fortiori invariant under the positive time flow of −∇f . Here are a few
important examples:

• If α is a homotopy class of maps of some compact space X into M take
F = {im(f)|f ∈ α}.

• Let α be a homology class of M and let F be the set of compact subsets
F of M such that α is in the image of i∗ : H∗(F ) → H∗(M).

• Let α be a cohomology class of M and let F be the set of compact subsets
F of M that support α (i.e., such that α restricted to M\F is zero).

There are a number of related applications of the Minimax Principle that go
under the generic name of “Mountain Pass Theorem”. Here is a fairly general
version.

9.2.6. Definition. Let M be connected. We will call a subset R of M a
mountain range relative to f if it separates M and if, on each component of
M \ R, f assumes a value strictly less that inf(f |R).

9.2.7. Mountain Pass Theorem. If M is connected and R is a
mountain range relative to f then f has a critical value c ≥ inf(f |R).

Proof. Set α = inf(f |R) and let M0 and M1 be two different com-
ponents of M \ R. Define M i

α = {x ∈ M i | f(x) < α}. By assumption
each M i

α is non-empty, and since M is connected we can find a continuous path
σ : I → M such that σ(i) ∈ M i

α. Let Γ denote the set of all such paths σ and
let F = {im(σ) | σ ∈ Γ}, so that F is a non-empty family of compact subsets
of M . Since σ(0) and σ(1) are in different components of M \R it follows that
σ(t0) ∈ R for some t0 ∈ I , so f(σ(t0)) ≥ α and hence minimax(f,F) ≥ α.
Thus, by the Minimax Principle, it will suffice to show that if σ ∈ Γ and t > 0
then ϕt ◦σ ∈ Γ, where ϕt is the positive time flow of −∇f . And for this
it will clearly suffice to show that if x is in M i

α then so is ϕt(x). But since
f(ϕ0(x)) = f(x) < α, and f(ϕt(x)) is a non-increasing function of t, it fol-
lows that f(ϕt(x)) < α, so in particular ϕt(x) ∈ M \ R, and hence x and
ϕt(x) are in the same component of M \ R.

In recent years Mountain Pass Theorems have had extensive applications in
proving existence theorems for solutions to both ordinary and partial differential
equations. For further details see [Ra].

We next consider Lusternik-Schnirelman Theory, an early and elegant ap-
plication of the Minimax Principle. This material will not be used in the re-
mainder of these notes and may be skipped without loss of continuity.
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A subset A of a space X is said to be contractible in X if the inclusion
map i : A → X is homotopic to a constant map of A into X . We say that A has
category m in X (and write cat(A, X) = m) ) if A can be covered by m (but
no fewer) closed subsets of X , each of which is contractible in X . We define
cat(X) = cat(X, X). Here are some obvious properties of the set function cat
that follow immediately from the definition.
(1) cat(A, X) = 0 if and only if A = �©.
(2) cat(A, X) = 1 if and only if Ā is contractible in X .
(3) cat(A, X) = cat(Ā, X)
(4) If A is closed in X then cat(A, X) = m if and only if A is the union of m

(but not fewer) closed sets, each contractible in X .
(5) cat(A, X) is monotone; i.e., if A ⊆ B then cat(A, X) ≤ cat(B,X).
(6) cat(A, X) is subadditive; i.e., cat(A∪B,X) ≤ cat(A, X) + cat(B,X).
(7) If A and B are closed subsets of X and A is deformable into B in X (i.e.,

the inclusion i : A → X is homotopic as a map of A into X to a map with
image in B), then cat(A, X) ≤ cat(B,X).

(8) If h : X → X is a homeomorphism then cat(h(A), X) = cat(A, X).
To simplify our discussion of Lusternik-Schnirelman Theory we will tem-

porarily assume that M is compact. For m ≤ cat(M) we define Fm to be
the collection of all compact subsets F of M such that cat(F, M) ≥ m.
Note that Fm contains M itself and so is non-empty. We define cm(f) =
minimax(f,Fm). By the monotonicity of cat( , M) we can equally well
define cm(f) by the formula

cm(f) = inf{a ∈ R | cat(Ma(f), M) ≥ m} .

9.2.8. Proposition. For m = 0, 1, . . . , cat(M), cm(f) is a critical
value of M .

Proof. This is immediate from The Minimax Principle, since by (7)
above, Fm is homotopy invariant.

Now Fm+1 is clearly a subset of Fm, so cm(f) ≤ cm+1(f). But of course
equality can occur (for example if f is constant). However as the next result
shows, this will be compensated for by having more critical points at this level.

9.2.9. Lusternik-Schnirelman Multiplicity Theorem.
If cn+1(f) = cn+2(f) = · · · cn+k(f) = c then there are at least k critical
points at the level c. Hence if 1 ≤ m ≤ cat(M) then f has at least m
critical points at or below the level cm(f). In particular every smooth
function f : M → R has at least cat(M) critical points altogether.

Proof. Suppose that there are only a finite number r of critical points
x1, . . . , xr at the level c and choose open neighborhoods Oi of the xi whose
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closures are disjoint closed disks (hence in particular contractible). Putting
O = O1∪. . .∪Or, clearly cat(O, M) ≤ r. By the First Deformation Theorem,
for some ε > 0 Mc+ε \O can be deformed into Mc−ε. Since c− ε < c = cn+1,
cat(Mc−ε, M) < n + 1, and so by (7) above cat(Mc+ε \ O, M) ≤ n. Thus,
by subadditivity and monotonicity of cat,

cat(Mc+ε, M) ≤ cat((Mc+ε \ O) ∪ O, M) ≤ n + r

and hence

c < c + ε < inf{a ∈ R | cat(Ma, M) > n + r + 1} = cn+r+1(f) .

Since on the other hand c = cn+k(f), (and cm(f) ≤ cm+1(f)) it follows that
n + r + 1 > n + k, so r ≥ k.

Taken together the following two propositions make it easy to compute
exactly the category of some spaces.

9.2.10. Proposition. If M is connected, and A is a closed subset of
M , then cat(A, M) ≤ dim(A) + 1.

Proof. (Cf. [Pa5]). Let {Oα} be a cover of A by A-open sets, each
contractible in M . Letting n = dim(A), by a lemma of J. Milnor (cf. [Pa4,
Lemma 2.4]), there is a an open cover {Giβ}, i = 0, 1, . . . , n, β ∈ Bi of
A, refining the covering by the Oα, such that Giβ ∩ Giβ′ = �© for β �= β′.
Since each Giβ is contractible in M , and M is connected, it follows that Gi =⋃
{Giβ | β ∈ Bi} is contractible in M for i = 0, 1, . . . , n. Let {Uiβ}, β ∈ Bi

be a cover of A by A-open sets with U iβ ⊆ Giβ . Then for i = 0, 1, . . . , n,

Ai
def≡

⋃
{U iβ | β ∈ Bi} is a subset of Gi and hence contractible in M , and

A = ∪Ai. Finally, since the U iβ are closed in A and locally finite, each Ai is
closed in A and hence in M , so cat(A, M) ≤ n + 1.

9.2.11. Proposition. cat(M) ≥ cuplong(M) + 1, provided M is
connected.

Proof. Cf. [BG].
The topological invariant cuplong(M) is defined as the largest integer n

such that, for some field F , there exist cohomology classes γi ∈ Hki(M,F ),
i = 1, . . . , n, with positive degrees ki, such that γ1 ∪ . . . ∪ γn �= 0. Thus

9.2.12. Proposition. If M is an n-dimensional manifold and for
some field F there is a cohomology class γ ∈ H1(M,F ) such that γn �= 0,
then cat(M) = n + 1.
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9.2.13. Corollary. The n-dimensional torus Tn and the n-dimensional
projective space RPn both have category n + 1.

Recall that RPn is the quotient space obtained by identifying pairs of
antipodal points, x and −x, of the unit sphere Sn in Rn+1. Thus a function on
RPn is the same as a function on Sn that is “even”, in the sense that it takes the
same value at antipodal points x and −x.

9.2.14. Proposition. Any smooth even function on Sn has at least
n + 1 pairs of antipodal critical points.

An important and interesting application of the latter proposition is an
existence theorem for certain so-called “non-linear eigenvalue problems”. Let
Φ : Rn → Rn be a smooth map. If λ ∈ R and 0 �= x ∈ Rn satisfy Φ(x) = λx,
then x is called an eigenvector and λ an eigenvalue of Φ. In applications Φ is
often of the form ∇F for some smooth real-valued function F : Rn → R, and
moreover F is usually even. For example if A is a self-adjoint linear operator
on Rn and we define F (x) = 1

2 〈Ax, x〉, then F is even, ∇F = A, and we are
led to the standard linear eigenvalue problem. Usually we look for eigenvectors
on Sr = {x ∈ Rn | ‖x‖ = r}, r > 0.

9.2.15. Proposition. A point x of Sr is an eigenvector of ∇F if and
only if x is a critical point of F |Sr. In particular if F is even then each
Sr contains at least n pairs of antipodal eigenvectors for ∇F .

Proof. Define G : Rn → R by G(x) = 1
2‖x‖2, so ∇Gx = x and hence

all positive real numbers are regular values of G. In particular Sr = G−1( 1
2r2)

is a regular level of G. By the Lagrange Multiplier Theorem (cf. Appendix A)
x in Sr is a critical point of F |Sr if and only if ∇Fx = λ∇Gx = λx for some
real λ.

9.3. The Second Deformation Theorem

We will call a closed interval [a, b] of real numbers non-critical with
respect to f if it contains no critical values of f . Recalling that the set f(C)
of critical values of f is closed in R it follows that for some ε > 0 the interval
[a − ε, b + ε] is also non-critical. If [a, b] is non-critical then the set N =
f−1([a, b]) will be called a non-critical neck of M with respect to f . We will
now prove the important fact that N has a very simple structure: namely it is
diffeomorphic to W × [a, b] where W = f−1(b).
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Since (∇f)f = ‖∇f‖2, on the set M \C of regular points, where ‖∇f‖ �=
0, the smooth vector field Y = − 1

‖∇f‖2∇f satisfies Y f = −1. More generally
if F : R → R is any smooth function vanishing in a neighborhood of f(C), then
X = (F ◦f)Y is a smooth vector field on M that vanishes in a neighborhood of
C, and Xf = −(F ◦ f). We denote by Φt the flow on M generated by X . Let
us choose F : R → R to be a smooth, non-negative function that is identically
one on a neighborhood of [a, b] and zero outside [a − ε/2, b + ε/2].

9.3.1. Proposition. With the above choice of F , the vector field
X on M has bounded length and hence the flow Φt it generates is a
one-parameter group of diffeomorphisms of M .

Proof. From the definition of Y it is clear that ‖Y ‖ = 1
‖∇f‖ so that

‖X‖ = 1
‖∇f‖ |F ◦ f |. Since F has compact support it is bounded, and since

|F ◦f | vanishes outside f−1([a−ε/2, b+ε/2]), it will suffice to show that 1
‖∇f‖

is bounded on f−1([a − ε/2, b + ε/2]), or equivalently that ‖∇f‖ is bounded
away from zero on f−1([a− ε/2, b + ε/2]). But if not, then by Condition C we
could find a sequence {xn} in f−1([a − ε/2, b + ε/2]) converging to a critical
point p of f . Then f(p) ∈ [a − ε/2, b + ε/2], contrary to our assumption that
the interval [a − ε, b + ε] contains no critical values of f .

Denote by γ(t, c) the solution of the ordinary differential equation dγ
dt =

−F (γ) with initial value c. Since d
dt (f ◦ Φt(x)) = XΦt(x)f = −F (f ◦

Φt(x)), it follows that f(Φt(x)) = γ(t, f(x)), and hence that Φt(f−1(c)) =
f−1(γ(t, c)). In particular the flow Φt permutes the level sets of f . From
the definition of γ(t, c) it follows that γ(t, c) = c − t for c ∈ [a, b] and c −
t ≥ a, while γ(t, c) = c if c > b + ε or c < a − ε. Since Φt(f−1(c)) =
f−1(γ(t, c)), it follows that if we write W for the b level of f , then Φb−c maps
W diffeomorphically onto f−1(c) for all c in [a, b] while, for all t, Φt is the
identity outside the non-critical neck f−1([a − ε/2, b + ε/2]).

In all that follows we shall denote by I the unit interval [0, 1], and if
G : X × I → Y is any map, then for t in I we shall write Gt : X → Y for
the map Gt(x) = G(x, t). Recall that an isotopy of a smooth manifold M is a
smooth map G : M × I → M such that Gt is a diffeomorphism of M for all t
in I and G0 is the identity map of M . If A and B are subsets of M with B ⊆ A
then we say G deforms A onto B if Gt(A) ⊆ A for all t and G1(A) = B. And
we say that G fixes a subset S of M if Gt(x) = x for all (x, t) in S× I . Finally
if f : M → R then we shall say G pushes down the levels of f if for all c ∈ R
and t ∈ I we have Gt(f−1(c)) = f−1(c′), where c′ ≤ c.

9.3.2. Second Deformation Theorem. If the interval [a, b] is non-
critical for the smooth function f : M → R then there is a deformation
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G of M that pushes down the levels of f and deforms Mb onto Ma. If
ε > 0 then we can assume G fixes the complement of f−1(a − ε, b + ε).

Proof. Using the above notation we can define the deformation G by
G(x, t) = Φ(b−a)t(x).

9.3.3. Non-Critical Neck Principle. If [a, b] is a non-critical
interval of a smooth function f : M → R and W is the b-level of f ,
then there is a diffeomorphism of the non-critical neck N = f−1([a, b])
with W × [a, b], under which the restriction of f to N corresponds to the
projection of W × [a, b] onto [a, b].

Proof. We define the map G of W × [a, b] into N by G(x, t) =
Φ(b−t)(x) . Since x ∈ W , f(x) = b and hence f(G(x, t)) = (b−(b−t)) = t. If
v ∈ TWx then DG(v, ∂

∂t ) = DΦt(v)+X . Now Φt maps W diffeomorphically
onto W̃ = f−1(t) and TMΦt(x) is clearly spanned by the direct sum of TW̃Φt(x)

and XΦt(x). It now follows easily from the Inverse Function Theorem that G is
a diffeomorphism.

The intuitive content of the above results deserves being emphasized. As a
ranges over a non-critical interval the diffeomorphism type of the a-level of f ,
the diffeomorphism type of Ma, and even the diffeomorphism type of the the pair
(M,Ma) is constant , that is it is independent of a. Now, as we shall see shortly,
if we assume that our function f satisfies a certain simple, natural, and generic
non-degeneracy assumption (namely, that it is what is called a Morse function)
then the set of critical points of f is discrete. For simplicity let us assume for the
moment that M is compact. Then the set of critical points is finite and of course
the set of critical values of f is then a fortiori finite. Let us denote them, in
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increasing order, by c1, c2, . . . , ck, and let us choose real numbers a0, a1, . . . , ak

with a0 < c1 < a1 < c2 < . . . < ak−1 < ck < ak. Notice that c1 must be the
minimum of f , so that Ma0 is empty. And similarly ck is the maximum of f so
that Mak

is all of M . More generally, by the above remark, the diffeomorphism
type of Mai does not depend on the choice of ai in the interval (ci, ci+1), so we
can think of a Morse function f as providing us with a specific
method for “building up” our manifold M inductively in a finite
number of discrete stages, starting with the empty Ma0 and then, step
by step, creating Mai+1 out of Mai by some “process” that takes place at the
critical level ci+1, finally ending up with M . Moreover the “process” that gives
rise to the sudden changes in the topology of f−1(a) and of Ma as a crosses a
critical value is not at all mysterious. From the point of view of Ma it is called
“adding a handle”, while from the point of view of the level f−1(a) it is just
a “cobordism”. From either point of view it can be analyzed fairly completely
and is the basis for almost all classification theorems for manifolds.

9.4. Morse Functions

An elementary corollary of the Implicit Function Theorem is an important
local canonical form theorem for a smooth function f : M → R in the neigh-
borhood of a regular point p; namely f − f(p) is linear in a suitable coordinate
chart centered at p. Equivalently, in this chart f coincides near p with its first
order Taylor polynomial: f(p) + dfp.

But what if p is a critical point of f? Of course f will not necessarily be
locally constant near p, but a natural conjecture is that, under some “generic”
non-degeneracy assumption, we should again have a local canonical form for
f near p, namely in a suitable local chart, (called a Morse Chart), f should
coincide with its second order Taylor polynomial near p. That such a canonical
form does exist generically is called The Morse Lemma and plays a fundamental
role in Morse Theory. Before stating it precisely we review some standard linear
algebra, adding some necessary infinite dimensional touches.

Let V be the model hilbert space for M , and let A : V × V → R be a
continuous, symmetric, bilinear form on V . We denote by fA : V → R the
associated homogeneous quadratic polynomial; fA(x) = 1

2A(x, x). Now A
defines a bounded linear map Â : V → V * by Â(x)(v) = A(x, v). Using
the canonical identification of V with V * we can interpret Â as a bounded
linear map A : V → V , characterized by A(x, v) = 〈Ax, v〉, so that fA(x) =
1
2 〈Ax, x〉. Since A is symmetric, A is self-adjoint. The bilinear form A is
called non-degenerate if Â : V → V * (or A : V → V ) is a linear isomorphism,
i.e., if 0 does not belong to Spec(A), the spectrum of A. While we will be
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concerned primarily with the non-degenerate case, for now we make a milder
restriction. Let V 0 = ker(A). The dimension of V 0 is called the nullity
of the quadratic form fA. There is a densely-defined self-adjoint linear map

A−1 : (V 0)⊥ → (V 0)⊥. But of course A−1 may be unbounded. Since
‖A‖ = sup{|λ| | λ ∈ Spec(A)} and Spec(A−1) = (Spec(A))−1, equivalently
Spec(A) might have 0 as a limit point. It is this that we assume does not happen.

9.4.1. Assumption. Zero is not a limit point of the Spectrum of
A. Equivalently, if A does not have a bounded inverse then V 0 = ker(A)
has positive dimension and A has a bounded inverse on (V 0)⊥.

(Of course in finite dimensions this is a vacuous assumption).
Choose ε > 0 so that (−ε, ε) ∩ Spec(A) contains at most zero. Let p+ :

R → R be a continuous function such that p+(x) = 1 for x ≥ ε and p+(x) = 0
for x ≤ ε

2 . And define p− : R → R by p−(x) = p+(−x). Finally let
p0 : R → R be continuous with p0(0) = 1 and p0(x) = 0 for |x| ≥ ε

2 .
Then using the functional calculus for self-adjoint operators [La], we can define
three commuting orthogonal projections P+ = p+(A), P 0 = p0(A), and
P− = p−(A) such that P+ + P 0 + P− is the identity map of V . Clearly
V 0 = im(P 0) and we define V + = im(P+) and V − = im(P−), so that V
is the orthogonal direct sum V + ⊕ V 0 ⊕ V −. (In the finite dimensional case
V + and V − are respectively the direct sums of the positive and of the negative
eigenspaces of A). The dimension of V − is called the index of the quadratic
form fA and the dimension of V + is called its coindex .

Let ϕ : R → R be a continuous strictly positive function with ϕ(λ) =√
2
|λ| for |λ| ≥ ε, and ϕ(0) = 1. Then Φ = ϕ(A) is a self-adjoint linear

diffeomorphism of V with itself. Since 1
2ϕ(λ)λ ϕ(λ) = sgn(λ) = p+(λ) −

p−(λ) for all λ in Spec(A), it follows that 1
2ΦAΦ = P+ − P−, so that

fA(Φ(x)) = 1
2
〈AΦx,Φx〉

= 〈1
2
ΦAΦx, x〉

= 〈P+x, x〉 − 〈P−x, x〉
= ‖P+x‖2 − ‖P−x‖2 .

9.4.2. Proposition. Let A : V → V be a bounded self-adjoint
operator and fA : V → R the homogeneous quadratic polynomial fA(x) =
1
2 〈Ax, x〉. If 0 is not a limit point of Spec(A) then V has an orthogonal
decomposition V = V +⊕V 0⊕V − (with V 0 = ker(A)) and a self-adjoint
linear diffeomorphism Φ : V ≈ V such that

fA(Φ(x)) = ‖P+(x)‖2 − ‖P−(x)‖2 ,
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where P+ and P− are the orthogonal projections of V on V + and V −

respectively.

We now return to our smooth function f : M → R. (For the moment we
do not need the Riemannian structure on M .)

We associate to each pair of smooth vector fields X and Y on M , a smooth
real valued function B(X, Y ) = X(Y f). We note that B(X, Y )(p) is just the
directional derivative of Y f at p in the direction Xp, so in particular its value
depends on X only through its value, Xp, at p. Now if p is a critical point
of f then B(X, Y )(p) − B(Y,X)(p) = Xp(Y f) − Yp(Xf) = [X, Y ]p(f) =
dfp([X, Y ]) = 0. It follows that in this case B(X, Y )(p) = B(Y,X)(p) also
only depends on Y through its value, Yp, at p. This proves:

9.4.3. Hessian Theorem. If p is a critical point of a smooth
real valued function f : M → R then there is a uniquely determined
symmetric bilinear form Hess(f)p on TMp such that, for any two smooth
vector fields X and Y on M , Hess(f)p(Xp, Yp) = Xp(Y f).

We call Hess(f)p the Hessian bilinear form associated to f at the crit-
ical point p, and we will also denote the related Hessian quadratic form by
Hess(f)p (i.e., Hess(f)p(v) = 1

2 Hess(f)p(v, v)). (Given a local coordinate
system x1, . . . , xn for M at p, evaluating Hess(f)p( ∂

∂xi
, ∂

∂xj
) we see that the

matrix of Hess(f)p is just the classical “Hessian matrix” of second partial deriva-
tives of f .)

We shall say that the critical point p is non-degenerate if Hess(f)p is
non-degenerate, and we define the nullity, index, and coindex of p to be respec-
tively the nullity, index, and coindex of Hess(f)p. Finally, f is called a Morse
Function if all of its critical points are non-degenerate.

Using the Riemannian structure of M we have a self-adjoint operator
hess(f)p, defined on TMp, and characterized by 〈hess(f)p(X), Y 〉 =
Hess(f)p(X, Y ). Then the nullity of p is the dimension of the kernel of
hess(f)p, p is a non-degenerate critical point of f when hess(f)p has a bounded
inverse, and, in finite dimensions, the index of p is the sum of the dimensions
of eigenspaces of hess(f)p corresponding to negative eigenvalues.

Let ∇ denote any connection on TM (not necessarily the Levi-Civita
connection). Then ∇ induces a family of associated connections on all the
tensor bundle over M , characterized by the fact that covariant differentiation
commutes with contraction and the “product rule” holds. The latter means that,
for example given vector fields X and Y on M ,

∇X(Y ⊗ df) = ∇X(Y ) ⊗ df + Y ⊗∇X(df) .

Contracting the latter gives:

X(Y f) = df(∇XY ) + iY iX(∇df) .
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If we define Hess∇(f) to be ∇df then we can rewrite this equation as

Hess∇(f)(X, Y ) = X(Y f) − df(∇XY ) .

This has two interesting consequences. First, interchanging X and Y and sub-
tracting gives:

Hess∇(f)(X, Y ) − Hess∇(f)(Y,X) = df(τ∇(X, Y )) ,

where τ∇ is the torsion tensor of ∇. Thus if ∇ is a symmetric connection
(i.e. τ∇ = 0), as is the Levi-Civita connection, then Hess∇(f) is a symmetric
covariant two-tensor field on M . And in any case, at a critical point p of f ,
where dfp = 0, we have:

Hess∇(f)(Xp, Yp) = Xp(Y f) = Hess(f)p(Xp, Yp).

9.4.4. Proposition. If ∇ denotes the Levi-Civita connection for

M , then Hess∇(f)
def≡ ∇df is a symmetric two-tensor field on M that at

each critical point p of f agrees with Hess(f)p.

9.4.5. Corollary. hess∇(f)
def≡ ∇(∇f) is a field of self adjoint

operators on M that at each critical point p of f agrees with hess(f)p.

There is yet another interpretation of Hess(f)p that is often useful. The
differential df of f is a section of T*M that vanishes at p, so its differential,
D(df)p, is a linear map of TMp into T (T*M)0p (where 0p denotes the zero
element of T*Mp). Now T (T*M)0p is canonically the direct sum of two
subspaces; the “vertical” subspace, tangent to the fiber T*Mp, which we identify
with T*Mp, and the “horizontal” space, tangent to the zero section, which we
identify with TMp. If we compose D(df)p with the projection onto the vertical
space we get a linear map TMp → T*Mp that, under the natural isomorphism of
bilinear mapsV ×V → R with linear mapsV → V *, is easily seen to correspond
to Hess(f)p. With this alternate definition of Hess(f)p, the condition for p to
be non-degenerate is that Hess(f)p map TMp isomorphically onto T*Mp.

It is clear that at the critical point p of f , Hess(f)p determines the second
order Taylor polynomial of f at p. But what is less obvious is that, at least in the
non-degenerate case, f “looks like” its second order Taylor polynomial near p,
a fact known as the Morse Lemma.

Let us putV = T*Mp, A = hess(f)p, and letV +, V 0, andV − be as above,
i.e., the maximal subspaces of V on which A is positive, zero, and negative.
Recall that a chart for M centered at p is a diffeomorphism Φ of a neighborhood
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O of 0 in V onto a neighborhood U of p in M with Φ(0) = p. We call Φ a
Morse chart of the first kind at p if f(Φ(v))−f(p) = Hess(v) = 1

2 〈Av, v〉.
And Φ is called a Morse chart of the second kind at p (or simply a Morse
chart at p) if f(Φ(v)) − f(p) = ‖P+v‖2 − ‖P−v‖2, where P+ and P− are
the orthogonal projections on V + and V −. It is clear that a Morse chart of the
second kind is a Morse chart of the first kind. Moreover, by the proposition at
the beginning of this section, if a Morse chart of the first kind exists at p, then
so does a Morse chart of the second kind. In this case we shall say simply that
Morse charts exist at p.

9.4.6. Morse Lemma. If p is a non-degenerate critical point of a
smooth function f : M → R then Morse charts exist at p.

Proof. Since the theorem is local we can take M to be V and assume
p is the origin 0. Also without loss of generality we can assume f(0) = 0.
We must show that, after a smooth change of coordinates ϕ, f has the form
f(x) = 1

2 〈Ax, x〉 in a neighborhood O of 0. Since dfp = 0, by Taylor’s
Theorem with remainder we can write f near 0 in the form f(x) = 1

2 〈A(x)x, x〉,
where x �→ A(x) is a smooth map of O into the self-adjoint operators on V .
Since A(0) = A = hess(f)0 is non-singular, A(x) is also non-singular in a
neighborhood of 0, which we can assume is O. We define a smooth map B of O
into the group GL(V ) of invertible operators on V by B(x) = A(x)−1A(0), and
note that B(0) is I , the identity map of V . Now a square root function is defined
in the neighborhood of I by a convergent power series with real coefficients, so
we can define a smooth map C of O into GL(V ) by C(x) =

√
B(x). Since

A(0) and A(x) are self-adjoint it is immediate from the definition of B that
B(x)*A(x) = A(x)B(x). This same relation then holds if we replace B(x)
by any polynomial in B(x), and hence if we replace B(x) by C(x) which is a
limit of such polynomials. Thus

C(x)*A(x)C(x) = A(x)C(x)2 = A(x)B(x) = A(0)

or A(x) = C1(x)*AC1(x), where we have put C1(x) = C(x)−1. If we define a
smooth mapϕofO intoV byϕ(x) = C1(x)x, thenf(x) = 〈C1(x)*AC1(x)x, x〉 =
〈Aϕ(x), ϕ(x)〉, so it remains only to check that ϕ is a valid change of coordi-
nates at 0, i.e., that Dϕ0 is invertible. But Dϕx = C1(x) + D(C1)x(x), so in
particular Dϕ0 = C1(0) = I .

9.4.7. Corollary 1. A non-degenerate critical point of a smooth
function f : M → R is isolated in the set C of all critical points of f . In
particular if f is a Morse function then C is a discrete subset of M .

Proof. Maintaining the assumptions and notations introduced in the
proof of the Morse Lemma we have f(x) = 1

2 〈Ax, x〉 in a neighborhood O of
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0, and hence dfx = Ax for x in O. Since A is invertible, dfx does not vanish in
O except at 0.

9.4.8. Corollary 2. If a Morse function f : M → R satisfies
Condition C then for any finite interval [a, b] of real numbers there are
only a finite number of critical points p of f with f(p) ∈ [a, b]. In
particular the set C of critical values of f is a discrete subset of R.

Proof. We saw earlier that Condition C implies that f restricted to C is
proper, so the set of critical points p of f with f(p) ∈ [a, b] is compact. But by
Corollary 1 it is also discrete.

Since we are going to be focusing our attention on Morse functions, a
basic question to answer is, whether they necessarily exist, and if so how rare
or common are they. Fortunately, at least in the finite dimensional case this
question has an easy and satisfactory answer; Morse functions form an open,
dense subspace in the C2 topology of the space C2(M, R) of all C2 real valued
functions on M . The easiest, but not the most elementary, approach to this
problem is through Thom’s transversality theory. Let ξ be a smooth vector
bundle of fiber dimension m over a smooth n-manifold M . Recall that if s1

and s2 are two C1 sections of ξ with s1(p) = s2(p) = v, then we say that
these sections have transversal intersection (or are transversal) at p if, when
considered as submanifolds of M , their tangent spaces at v span the entire
tangent space to ξ at v. We say s1 and s2 are transversal if they have transversal
intersection wherever they meet. Since each section has dimension n, and ξ has
dimension m+n the condition for transversality is that the intersection of their
tangent spaces at v should have dimension (n+n)−(n+m) = n−m. So if ξ has
fiber dimension n then this intersection should have dimension zero and, since
Dsi maps TMp isomorphically onto the tangent space to si at v, this just means
that Ds1(u) �= Ds2(u) for u �= 0 in TMp. In particular for ξ the cotangent
bundle T*M , a section s vanishing at p is transversal to the zero section at p if
and only if im(Ds) is disjoint from the horizontal space at p, or equivalently if
and only if the composition of Ds with projection onto the vertical subspace,
T*Mp is an isomorphism. Recalling our alternate interpretation of Hess(f)p

above we see:

9.4.9. Lemma. The critical point p of f : M → R is non-degenerate
if and only if df is transversal to the zero section of T*M at p. Thus f
is a Morse function if and only if df is transversal to the zero section.

Thom’s k-jet transversality theorem [Hi, p.80] states that if s0 is a Ck+1

section of a smooth vector bundle ξ over a compact manifold M and Jkξ is the
corresponding bundle of k-jets of sections of ξ, then in the space Ck+1(ξ) of
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Ck+1 sections of ξ with the Ck+1 topology, the set of sections s whose k-jet
extension jks is transversal to jks0 is open and dense. If we take for ξ the trivial
bundle M × R then a section becomes just a real valued function, and we can
identify J1ξ with T*M so that j1f is just df . Finally, taking k = 1 and letting
s0 be the zero section, Thom’s theorem together with the above lemma gives
the desired conclusion, that Morse functions are open and dense in C2(M, R).

As a by-product of the section on the Morse Theory of submanifolds of
Euclidean space, we will find a much more elementary approach to this question,
that gives almost as complete an answer.

9.5. Passing a Critical Level

We now return to our basic problem of Morse Theory; reconstructing the
manifold M from knowledge about the critical point structure of the function
f : M → R.

To get a satisfactory theory we will supplement the assumptions (a), (b),
and (c) of the Introduction with the following additional assumption:

(d) f is a Morse function.

As we saw in the preceding section this implies that for any finite interval
[a, b] there are only a finite number of critical points p of f with f(p) in [a, b],
and hence only a finite number of critical values of f in [a, b].

Our goal is to describe how Mα changes as α changes from one non-
critical value a to another b. Now, by the Second Deformation Theorem, the
diffeomorphism type of Mα is constant for α in a non-critical interval of f ,
hence we can easily reduce our problem to the case that there is a single critical
value c in (a, b), and without loss of generality we can assume that c = 0. So
what we want to see is how to build Mε out of M−ε when 0 is the unique critical
value of f in [−ε, ε]. In general there could be a finite number of critical points
p1, . . . , pk at the level 0, and eventually we shall consider that case explicitly.
But the discussion will be greatly simplified (with no essential loss of generality)
by assuming at first that there is a unique critical point p at the level 0. We will
let k and l denote the index and coindex of f at p and n = k + l the dimension
of M . If n = ∞ then one or both of k and l will also be infinite; nevertheless
we shall write Rk, and Rl for the Hilbert spaces of dimension k and l, and
Rn = Rl × Rk.

As in all good construction projects we will proceed in stages, and start
with some blueprints before filling in the precise mathematical details.
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• We will denote by Dk(ε), and Dl(ε) the disks of radius
√

ε centered at the
origin in Rk and Rl respectively. We will write Dk and Dl for the unit
disks. The product Dl × Dk, attached in a certain way to M−ε will be
called a handle of index k.

• We will construct a smooth submanifold N of M with M−ε ⊆ N ⊆ Mε.
Namely, N = M−ε(g) = {x ∈ M |g(x) ≤ −ε}, where g : M → R is
a certain smooth function that agrees with f where f is greater than ε (so
that Mε = Mε(f) = Mε(g)). Moreover the interval [−ε, ε] is non-critical
for g, so by the Second Deformation Theorem there is an isotopy of M
that deforms Mε = Mε(g) onto M−ε(g) = N .

• The manifold N has a second description. Namely, N is an adjunction
space that consists of M−ε together with a subset H, (called the “handle”)



N

handle
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that is diffeomorphic to the above product of disks and is glued onto ∂M−ε,
the boundary of M−ε, by a diffeomorphism of ∂Dl ×Dk onto H∩∂M−ε.

Thus when we pass a critical level f−1(c) of f that contains a
single non-degenerate critical point of index k, Mc+ε is obtained
from Mc−ε by attaching to the latter a handle of index k.

Now for the details. We identify a neighborhood O of p in M with a
neighborhood of the origin in Rn = Rl × Rk, using a Morse chart (of the
second kind). We will regard a point of O as a pair (x, y), where x ∈ Rl and
y ∈ Rk. We suppose ε is chosen small enough that 0 is the only critical level
of f in [−2ε, 2ε], or equivalently so that p is the only critical point of f with
|f(p)| ≤ 2ε. We can also assume ε so small that the closed disk of radius 2

√
ε

in Rk+l is included in O. Thus f is given in O by f(x, y) = ‖x‖2 − ‖y‖2.
Choose a smooth, non-increasing function λ : R → R that is identically 1 on
t ≤ 1

2 , positive on t < 1, and zero for t ≥ 1. Then the function g is defined in
O by g(x, y) = f(x, y) − 3ε

2 λ(‖x‖2/ε).

9.5.1. Lemma. The function g can be extended to be a smooth
function g : M → R that is everywhere less than f and agrees with f
wherever f ≥ ε and also, outside O, wherever f ≥ −2ε. In particular
Mε(g) = Mε(f).

Proof. Suppose (x, y) in O, f(x, y) ≥ −2ε, and g(x, y) �= f(x, y).
Then λ(‖x‖2/ε) �= 0 and hence ‖x‖2 < ε. It follows that ‖x‖2 + ‖y‖2 =
2‖x‖2−f(x, y) < 2ε+2ε, i.e., (x, y) is inside the disk of radius 2

√
ε. Recalling

that the latter disk is interior to O it follows that if we extend g to the remainder
of f−1([−2ε,∞)) by making it equal f outside O, then it will be smooth. Since
g ≤ f everywhere on the closed set f−1([−2ε,∞)) we can now further extend
it to a function g : M → R satisfying the same inequality on all of M . If
f(q) ≥ ε then either q is not in O, so g(q) = f(q) by definition of g, or else
q = (x, y) is in O, in which case ‖x‖2 ≥ f(x, y) ≥ ε, so λ(‖x‖2/ε) = 0, and
again g(q) = f(q).
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9.5.2. Lemma. For the function g, extended as above, the interval

[−ε, ε] is a non-critical interval. (In fact p is the only critical point of g

in S = g−1([−2ε, ε]), and g(p) = −3ε
2 ).

Proof. Recalling that f ≥ g everywhere, and that, outside O, f = g

wherever f ≥ −2ε, it follows that f = g on S\O. Thus any critical point
of g in S\O would also be a critical point of f in f−1[−2ε, 2ε]. But by our
choice of ε, the only such critical point is p, which belongs to O. Thus it will
suffice to show that, inside of O, the only critical point of g is p = (0, 0), where

g(x, y) = f(x, y) − 3ε
2 λ(‖x‖2

ε ) is clearly equal to − 3ε
2 λ(0) = − 3ε

2 < −ε. But

inO, dg = (2−3λ′(‖x‖2

ε ))x dx+2y dy and, since λ′ is a non-positive function,
this vanishes only at the origin.

Now it is time to make the concept of “attaching a handle” mathematically
precise.

9.5.3. Definition. Let P and N be smooth manifolds with boundary,
having the same dimension n = k + l, and with P a smooth submanifold of N .
Let α be a homeomorphism of Dl ×Dk onto a closed subset H of N . We shall
say that N arises from P by attaching a handle of index k and coindex l

(or a handle of type (k, l)) with attaching map α if:

(1) N = P ∪H,

(2) α|(Dl × Sk−1) is a diffeomorphism onto H ∩ ∂P ,

(3) α|(Dl × D
◦

k) is a diffeomorphism onto N\P .

Here D
◦

k denotes the interior of the k-disk. Of course Dl × Dk is not a
smooth manifold (it has a “corner” along ∂Dl ×∂Dk), but both Dl ×Sk−1 and
Dl × D

◦
k are smooth manifolds with boundary.

Note that if k < ∞, (so, in particular, if n < ∞) then l = n − k is
determined by k, so in this case it is common to speak simply of attaching a
handle of index k.

The following example (with k = l = 1) is a good one to keep in mind: P

is the lower hemisphere of the standard S2 in R3, (think of it as a basket), and
H, the handle of the basket, is a tubular neighborhood of that part of a great
circle lying in the upper hemisphere. Of course, where the handle and basket
meet, the sharp corner should be smoothed.
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Another example that can be easily visualized (k = 1, l = 2) is the “solid
torus” formed by gluing a 1-handle D2 × D1 to the unit disk in R3 (a bowling
ball with a carrying handle).

Recall that, in the case of interest to us, P = M−ε(f), N = M−ε(g),
and we define the handle H to be the closure of the set of (x, y) ∈ O such
that f(x, y) > −ε and g(x, y) < −ε. Then recalling that, outside of O, f and
g agree where f ≥ −ε, it follows from the definition of N as M−ε(g) that
N = M−ε(f) ∪ H. What remains then is to define the homeomorphism α of
Dl × Dk onto H, and prove the properties (2) and (3) of the above definition.
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We define α by the explicit formula:

α(x, y) = (εσ(‖y‖2))
1
2 x + (εσ(‖y‖2)‖x‖2 + ε)

1
2 y

where σ : I → I is defined by taking σ(s) to be the unique solution of the
equation

λ(σ)
(1 + σ)

=
2

3
(1 − s).

Clearly λ(σ)/(1 + σ) is a smooth function on I with a strictly negative
derivative on [0, 1). It is then an easy consequence of the Inverse Function
Theorem that σ is smooth on [0, 1) and strictly increasing on I . Moreover
σ(0) = 1/2 and σ(1) = 1.

9.5.4. Lemma. Define real valued functions F and G on R2 by

F (x, y) = x2 − y2 and G(x, y) = F (x, y) − ( 3ε
2 )λ(x2

ε ). (so that, in O,
f(u, v) = F (‖u‖, ‖v‖) and g(u, v) = G(‖u‖, ‖v‖)). Then in the region U
that is the closure of the set {(x, y) ∈ R2 | F (x, y) > −ε and G(x, y) <
−ε} we have

x2 ≤ εσ

(
y2

ε + x2

)

.

Proof. We must show that the function h : R2 → R, defined by
h(x, y) = x2 − εσ(y2/(ε + x2)), is everywhere non-positive in U . Now for
fixed y, h is clearly only critical for x = 0, where it has a minimum. Hence h
must assume its maximum on the boundary of U and it will suffice to show that
everywhere on this boundary it is less than or equal to zero. But the boundary
of U is the closure of the union of the two curves ∂1 = {(x, y)|F (x, y) =
−ε, G(x, y) < −ε} and ∂2 = {(x, y)|F (x, y) > −ε, G(x, y) = −ε} and
we will show that h ≤ 0 both on ∂1 and on ∂2.

Indeed on ∂1, since G < F , (−3ε/2)λ(x2/ε) < 0 so λ(x2/ε) > 0, which
implies x2/ε < 1 or x2 < ε. On the other hand, since x2−y2 = F (x, y) = −ε,
y2/(ε + x2) = 1 so σ(y2/(ε + x2)) = 1 and hence h(x, y) = x2 − ε < 0.



9. Elementary Critical Point Theory 207

On ∂2 we again have G < F , so as above x2/ε < 1. The equality
G(x, y) = −ε gives

y2

ε + x2
= 1 −

(
3

2

) λ(x2/ε)
(1 + x2/ε)

.

Now x2/ε < 1/2 would imply both λ(x2/ε) = 1 and 1 + x2/ε < 3
2 , so

the displayed inequality would give the impossible y2/(ε + x2) < 0. Thus
1/2 ≤ x2/ε < 1, so x2/ε is in the range of σ, say x2/ε = σ(ρ). Then by
definition of σ,

y2

ε + x2
= 1 −

(
3

2

) λ(σ(ρ))
(1 + σ(ρ)

= 1 −
(

3

2

) (
2

3

)
(1 − ρ) = ρ,

and hence

h(x, y) = x2 − εσ

(
y2

ε + x2

)

= εσ(ρ) − εσ(ρ) = 0,

so h ≤ 0 on ∂2 as well.

The remainder of the proof is now straightforward. We will leave to the
reader the easy verifications that if (u, v) = α(x, y) then f(u, v) ≥ −ε and
g(u, v) ≤ −ε, so that α maps Dl × Dk into H.

Conversely, suppose that (u, v) belongs toH. Then F (‖u‖, ‖v‖) = ‖u‖2−
‖v‖2 ≥ −ε and G(‖u‖, ‖v‖) ≤ −ε. Thus ‖v‖2/(ε + ‖u‖2) ≤ 1, so y =
(ε + ‖u‖2)−1/2v ∈ Dk. Also σ(‖v‖2/(ε + ‖u‖2)) is well defined, and by the
preceding Lemma ‖u‖2/εσ(‖v‖2/(ε + ‖u‖2)) ≤ 1 so that x = (εσ(‖v‖2/(ε +
‖u‖2)))−1/2u ∈ Dl. It follows that β(u, v) = (x, y) defines a map β : H →
Dl ×Dk, and it is elementary to check that α and β are mutually inverse maps,
so that α is a homeomorphism of Dl × Dk onto H. Since σ is smooth and has
positive derivative in [0, 1) it follows that α is a diffeomorphism on Dl × D

◦
k.

On Dl × Sk−1 the map α reduces to

α(x, y) = ε1/2x + (ε(‖x‖2 + 1))1/2y

which is clearly a diffeomorphism onto H ∩ ∂M−ε. This completes the proof
that Mc+ε is diffeomorphic to Mc−ε with a handle of index k attached.

Finally, let us see what modifications are necessary when we pass a critical
level that contains more than one critical point. First note that the whole process
of adjoining a handle to M−ε took place in a small neighborhood of p (the
domain of a Morse chart at p). Thus if we have several critical points at the
same level then we can carry out the same attaching process independently in
disjoint neighborhoods of these various critical points.
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9.5.5. Definition. Suppose we have a sequence of smooth manifolds
N = N0, N1, . . . , Ns = M such that Ni+1 arises from Ni by attaching a handle
of type (ki, li) with attaching map αi. If the images of the αi are disjoint then
we shall say that M arises from N by the disjoint attachment of handles
of type ((k1, l1), . . . , (ks, ls)) with attaching maps (α1, . . . , αs).

9.5.6. Theorem. Let f be a Morse function that is bounded below
and satisfies Condition C on a complete Riemannian manifold M . Sup-
pose c ∈ (a, b) is the only critical value of f in the interval [a, b], and that
p1, . . . , ps are all the critical points of f at the level c. Let pi have index
ki and coindex li. Then Mb arises from Ma by the disjoint attachment
of handles of type ((k1, l1), . . . , (ks, ls)).

Let us return to our example of the height function on the torus. That is, we
take M to be the surface of revolution in R3, formed by rotating the circle x2 +
(y−2)2 = 1 about the x-axis. The function f : M → R defined by f(x, y, z) =
z is a Morse function with critical points at (0, 0,−3), (0, 0,−1), (0, 0, 1), and
(0, 0, 3), and with respective indices 0,1,1,2. Here is a diagram showing the
sequence of steps in the gradual building up of this torus, starting with a disk (or
0-handle), adding two consecutive 1-handles, and finally completing the torus
with a 2-handle.

9.6. Morse Theory of Submanifolds

As we shall now see, there is a more detailed Morse theory for submanifolds
of a Euclidean space. In this section proofs of theorems will often be merely
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sketched or omitted entirely, since details can be found in the first two sections
of Chapter 4.

We assume in what follows that M is a compact, smooth n-manifold
smoothly embedded in RN , and we let k denote the codimension of the em-
bedding. (We recall that, by a classical theorem of H. Whitney, any abstractly
given compact (or even second countable) n-manifold can always be embedded
as a closed submanifold of R2n+1, so for k > n we are not assuming anything
special about M . We will consider M as a Riemannian submanifold of RN ,
i.e., we give it the Riemannian metric induced from RN .

Let L(RN , RN ) denote the vector space of linear operators from RN to
itself and Ls(RN , RN ) the linear subspace of self-adjoint operators. We define
a map P : M → Ls(RN , RN ), called the Gauss map of M by Px = orthogonal
projection of RN onto TMx. We denote the kernel of Px (that is the normal
space to M at x) by νx. We will write P⊥

x for the orthogonal projection I −Px

of RN onto νx. Since the Gauss map is a map of M into a vector space, at each
point x of M it has a well-defined differential (DP )x : TMx → Ls(RN , RN ).

9.6.1. Definition. For each normal vector v to M at x we define a linear
map Av : TMx → RN , called the shape operator of M at x in the direction
v, by Av(u) = −(DP )x(u)(v).

Since the tangent bundle TM and normal bundle ν(M) are both subbundles
of the trivial bundleM×RN , the flat connection on the latter induces connections
∇T and ∇ν on TM and on ν(M). Explicitly, given u ∈ TMx, a smooth
curve σ : (−ε, ε) → M with σ′(0) = u, and a smooth section s(t) of TM
(resp. ν(M)) along σ, we define ∇T

u (s) (resp. ∇ν
u(s)) by Px(s′(0)) (resp.

P⊥
x (s′(0))). Clearly ∇T is just the Levi-Civita connection for M .

The following is an easy computation.

9.6.2. Proposition. Given u in TMx and e in ν(M)x let σ :
(−ε, ε) → M be a smooth curve with σ′(0) = u and let s(t) and v(t) be
respectively tangent and normal vector fields along σ with v(0) = e. Let
Pe denote the section x �→ Px(e) of T (M). Then:

(i) Ae(u) = −Pxv′(0); hence each Av maps TMx to itself,

(ii) Ae(u) = ∇T
u (Pe),

(iii) 〈Ae(u), s(0)〉 = 〈e, s′(0)〉.

Suppose F : RN → R is a smooth real valued function on RN and f =
F |M is its restriction to M . Since df = dF |TMx, it follows immediately from
the definition of the gradient of a function that for x in M we have ∇fx =
Px(∇Fx), and as a consequence we see that the critical points of f are just
the points of M where ∇F is orthogonal to M . We will use this fact in
what follows without further mention. Also, as we saw in the section on Morse
functions, at a critical point x of f Hess(f)x = ∇T (∇f).
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We define a smooth map H : SN−1 × RN → R by H(a, x) = 〈a, x〉
and, for each a ∈ SN−1, we define Ha : RN → R and ha : M → R by
Ha(x) = H(a, x) and ha = Ha|M . Each of the functions ha is called a
“height” function. Intuitively, if we think of a as the unit vector in the “vertical”
direction, so 〈a, x〉 = 0 defines the sea-level surface, then ha(x) represents the
height of a point x ∈ M above sea-level. Similarly we define F : RN ×M → R
by F (a, x) = 1

2‖x − a‖2, and for a ∈ RN we define Fa : RN → R and
fa : M → R by Fa(x) = F (a, x) and fa = Fa|M . Somewhat illogically we
will call each fa a “distance” function.

For certain purposes the height functions have nicer properties, while for
others the distance functions behave better. Fortunately there is one situation
when there is almost no difference between the height function ha and the
distance function fa.

9.6.3. Proposition. If M is included in some sphere centered at the
origin, then ha and f−a differ by a constant; hence they have the same
critical points and the same Hessians at each critical point.

Proof. Suppose that M is included in the sphere of radius ρ, i.e., for x
in M we have ‖x‖2 = ρ2. Then

f−a(x) =
1
2
‖x + a‖2

=
1
2
(‖x‖2 + ‖a‖2) + 〈x, a〉

=
1
2
(ρ2 + ‖a‖2) + ha(x).

Thus if the particular embedding of M in Euclidean space is not important
we can always use stereographic projection to embed M in the unit sphere in
one higher dimension and get both the good properties of height functions and
of distance functions at the same time.

9.6.4. Proposition. The gradient of ha at a point x of M is Pxa, the
projection of a on TMx, so the critical points of ha are just those points
x of M where a lies in the space νx, normal to M at x. Similarly the
gradient of fa at x is Px(x−a), so the critical points of fa are the points
x of M where the line segment from a to x meets M orthogonally.

Proof. Since Ha is linear, d(Ha)x(v) = Ha(v) = 〈a, v〉, so that
(∇Ha)x = a. Similarly, sinceFa is quadratic we compute easily thatd(Fa)x(v) =
〈x − a, v〉 so (∇Fa)x = x − a.

By another easy computation we find:
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9.6.5. Proposition. At a critical point x of ha, hess(ha)x = Aa.
Similarly at a critical point x of fa, hess(fa)x = I + Ax−a.

Thus, because the hessian of hv is self-adjoint we see

9.6.6. Corollary. For each v in ν(M), Av is a self-adjoint operator
on TMx.

We recall that for v in ν(M)x, the second fundamental form of M at x in
the direction v is the quadratic form IIv on TMx defined by Av , i.e.,

IIv(u1, u2) = 〈Avu1, u2〉,

and the eigenvalues of Av are called the principal curvatures of M at x in the
normal direction v.

9.6.7. Proposition. Given e in ν(M)x, let v(t) = x+te. Then for all
real t, x is a critical point of fv(t) with hessian I − tAe. Thus the nullity
of fv(t) at x is just the multiplicity of t−1 as a principal curvature of M at
x in the direction e. In particular, x is a degenerate critical point of fv(t)

if and only if t−1 is a principal curvature of M at x in the direction e.
If 1 is not such a principal curvature then x is a non-degenerate critical
point of fx+e, and its index is

∑

0<t<1

nullity of fv(t) at x.

Proof. The first statement follows directly from the above propositions
by taking a = x+ te, and it is then immediate that the nullity of fv(t) is µ(t−1),
where µ(λ) denotes the multiplicity of λ as an eigenvalue of Ae. On the other
hand, the multiplicity of λ as an eigenvalue of hess(fx+te)x = 1−Ae is clearly
µ(1 − λ). Since λ < 0 if and only if 1 − λ equals t−1 for some t in (0, 1), the
formula for the index of fx+e at x follows.

We will denote by Y : ν(M) → RN the “exponential” or “endpoint” map
(x, v) �→ x + v of the normal bundle to M into the ambient RN .

9.6.8. Definition. If a = Y (x, e) then a is called non-focal for M with
respect to x if DY(x,e) is a linear isomorphism. If on the contrary DY(x,e) has
a kernel of positive dimension m then a is called a focal point of multiplicity
m for M with respect to x. A point a of RN is called a focal point of M if,
for some x ∈ M , a is focal for M with respect to x.
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9.6.9. Proposition. The point a = Y (x, e) is a focal point of
multiplicity m for M with respect to x if and only if x is a degenerate
critical point of fa of nullity m.

Proof. Let γ(t) = (σ(t), v(t)) be a smooth normal field to M along a
smooth curve σ(t), with σ(0) = x and v(0) = e. Then:

DY(x,e)(γ′(0)) =
(

d

dt

)

t=0

Y (σ(t), v(t))

=
(

d

dt

)

t=0

(σ(t) + v(t))

= σ′(0) + v′(0)

= σ′(0) + Pxv′(0) + P⊥
x v′(0)

= (I − Ae)σ′(0) + P⊥
x v′(0).

since by a proposition above Aeσ
′(0) = −Pxv′(0). Now taking σ(t) ≡ x and

v(t) = e + tv gives the geometrically obvious fact that DY(x,e) reduces to the
identity on the subspace ν(M)x. It then follows by elementary linear algebra
that ker(DY(x,e)) and ker(I − Ae) have the same dimension. Since we have
seen that hess(fa) = I − Ae the final statement follows.

9.6.10. Corollary. If a ∈ RN is not a focal point of M then the
distance function fa is a Morse function on M .

9.6.11. Morse Index Theorem. If M is a compact, smooth
submanifold of RN , x ∈ M , e ∈ ν(M)x, and a = x + e is non-focal for
M with respect to x, then x is a non-degenerate critical point of the
“distance function” fa : M → R, v �→

(
1
2

)
‖v − a‖2, and the index of x

as a critical point of fa is just equal to the number of focal points for M
with respect to x along the segment joining x to a, each counted with its
multiplicity.

Proof. Immediate from the above.

Next recall Sard’s Theorem. Suppose X and Y are smooth, second count-
able manifolds of the same dimension and F : X → Y is a C1 map. A point
p of X is called a regular point of F if DFp : TXp → TYf(p) is a linear
isomorphism, or equivalently if F is a local diffeomorphism at p. A point q of
Y is called a regular value of F if all points of F−1(q) are regular points of F ;
other points of N are called critical values of F . Then Sard’s Theorem [DR,
p.10] states that the set of critical values of F has measure zero, so
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that in particular regular values are dense. Taking X = ν(M), Y = RN , and
F = Y , the critical values are those points of RN which are focal points of M .
Thus, by the above Corollary, the distance function fa is a Morse function for
almost all a ∈ RN . In particular if fa is not itself a Morse function, that is if a
is a focal point of M , we can nevertheless choose a sequence an of non-focal
points converging to a, and then fan will be a sequence of Morse functions
converging to fa in the C∞ topology.

As an easy application of this fact we can now give a simple proof that
any smooth real valued function on M , G : M → R, can be approximated in
the C∞ topology by Morse functions. From the above remark it will suffice to
show that G can be realized as a distance function, and of course it does no harm
to change G by adding a constant. Define an embedding of M in the sphere of

radius r in RN+2 by x �→
(
x, G(x),

√
r2 − ‖x‖2 − G(x)2

)
, where of course

r is chosen greater than the maximum of
√

‖x‖2 + G(x)2. Then, looked at in
RN+2, G is clearly the height function ha, where a = (0, 1, 0). So, by an earlier
remark, G differs by a constant from the distance function f−a.

9.7. The Morse Inequalities

First we review some terminology.
We will be dealing with categories of pairs of spaces (X, A). We assume

the reader is familiar with the usual notions of maps (X, A) → (Y,B), homo-
topies between such maps, etc. As usual we identify the pair (X, �©) with X .
Homology groups H∗(X, A) will always be with respect to some fixed principal
ideal domain R. In our applications R will usually be either Z or Z2.

Let X be a space and A a closed subspace of X . A retraction of X onto
A is a map r : X → A that is the identity on A. If such a map exists we call A a
retract of X . If there is a homotopy ρ : X × I → X such that ρ0 is the identity
map of X and ρ1 = r then we call ρ a deformation retraction of X onto A
and call A a deformation retract of X . And finally if in addition ρt|A is the
identity map of A for all t in I then we call ρ a strong deformation retraction ,
and call A a strong deformation retract of A.

9.7.1. Lemma. Let X be a convex subset of Rn, and A a closed
subset of X. If r is a retraction of X onto A then ρ(x, t) = (1−t)x+tr(x)
is a strong deformation retraction of X onto A.

Proof. Trivial.
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9.7.2. Proposition. (0×Dk)∪ (Dl × Sk−1) is a strong deformation
retract of Dl × Dk.

Proof. Since Dl×Dk is convex in Rl+k we need only define a retraction

r : Dl × Dk → (0 × Dk) ∪ (Dl × Sk−1).

Of course r(0, y) = (0, y) and, for x �= 0,

r(x, y) =






(
0, 2‖y‖

2−‖x‖

)
if ‖y‖ ≤ 1 − ‖x‖

2 ;
(
‖x‖ + 2‖y‖ − 2) x

‖x‖ , y
‖y‖

)
otherwise.

Here is a diagram of the retraction r.

We next recall the concept of attaching a k−cell to a space. Let Y be closed
subspace of a space X , and G : Dk → X a continuous map of the k−disk onto
another closed subspace, ek, of X . We will write X = Y ∪g ek and say X is

obtained from Y by attaching a k−cell with attaching map g
def≡ G|Sk−1 if:

(1) X = Y ∪ ek,
(2) G maps D

◦
k = Dk \ Sk−1 homeomorphically onto ek\Y , and

(3) g maps Sk−1 onto ∂ek def≡ ek ∩ Y .
G is called the characteristic map of the attaching. In our applications G

will actually be a homeomorphism of Dk onto ek.
Note that X can be reconstructed from Y and the attaching map g : Sk−1 →

Y by taking the topological sum of Dk and Y and identifying x in Sk−1 = ∂Dk

with g(x) in Y .
Since by (2) we have a relative homeomorphism of the pairs of spaces,

(Dk, Sk−1) and (ek, ∂ek), it follows that the homology groups Hl(Dk, Sk−1)
and Hl(ek, ∂ek) are isomorphic. On the other hand we have an excision iso-
morphism between Hl(Dk, Sk−1) and Hl(X, Y ). Hence:
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9.7.3. Proposition. If X is obtained from Y by attaching a k−cell
then:

Hl(X, Y ) ≈ Hl(ek, ∂ek)

≈ Hl(Dk, Sk−1) =
{R if l=k;

0 otherwise.

If, for i = 1, 2, Xi is a space and Ai is a subspace of Xi, then a map
f1 : (X1, A1) → (X2, A2) is called a homotopy equivalence of these pairs if
there exists a map f2 : (X2, A2) → (X1, A1) such that f1 ◦ f2 and f2 ◦ f1 are
homotopic (as maps of pairs) to the respective identity maps. (f2 is then called a
homotopy inverse for f1). If there is a homotopy equivalence f1 : (X1, A1) →
(X2, A2) then we say (X1, A1) and (X2, A2) are homotopy equivalent or have
the same homotopy type. In this case H∗(f1) : H∗(X1, A1) → H∗(X2, A2)
is an isomorphism with inverse H∗(f2).

Suppose in particular X2 is a subspace of X1 and r is a strong deformation
retraction of X1 onto X2. Then if A2 ⊆ A1, r : (X1, A1) → (X2, X2 ∩ A1)
is a homotopy equivalence. (The inclusion i : (X2, X2 ∩ A1) → (X1, A1) is a
homotopy inverse).

9.7.4. Theorem. Let N and P be smooth manifolds with boundary.
If N arises from P by attaching a handle of type (k, l) then N has as
a strong deformation retract a closed subspace X = P ∪g ek, obtained
from P by attaching a k−cell ek. In particular (N,P ) has the homotopy
type of P with a k−cell attached, so if k < ∞ then

Hl(N,P ) =
{R if l=k;

0 otherwise.

Proof. Let α : Dl × Dk ≈ H be the map attaching the handle H to

P to get N . Define G : Dk ≈ ek by G
def≡ α|(0 × Dk). The deformation
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retraction of N = P ∪H onto P ∪ ek is of course the identity on P and equals
α ◦ r ◦α−1 on H, where r is the strong deformation retraction r : Dl × Dk →
(0 × Dk) ∪ (Dl × Sk−1) of the above proposition.

9.7.5. Remark. Of course, more generally, If N arises from P by dis-
jointly attaching handles of type ((k1, l1), . . . , (ks, ls)) then N has as a strong
deformation retract a closed subspace X = P ∪g1 ek1 . . .∪gs

eks , obtained from
P by disjointly attaching cells ek1 , . . . , eks .

Suppose we have a sequence of closed subspaces Xi of X , i = 0 . . . n,
with

A = X0 ⊆ X1 . . . ⊆ Xn = X

and maps gi : Ski−1 → Xi, i = 0, . . . , n − 1, such that Xi+1 ≈ Xi ∪gi
eki ,

i.e., Xi+1 is homeomorphic to Xi with a ki−cell attached by the attaching map
gi. In this case we call the pair (X, A) a (relative) spherical complex, and the
sequence of attaching maps is called a cell decomposition for (X, A). If we only
have a homotopy equivalence of Xi+1 with Xi∪gi eki then we shall call (X, A)
a homotopy spherical complex, and call the sequence of gi’s a homotopy cell
decomposition . In either case, for a given cell decomposition or homotopy cell
decomposition we will denote by νi the number of cells ek0 , . . . , ekn−1 with
kj = i. In other words νi is the total number of cells of dimension i that we add
to A to get X .

Given a Morse function f : M → R we define its Morse numbers µk(f),
0 ≤ . . . ≤ k ≤ dim(M), by µk(f) = the number of critical points of f of index
k. More generally, for a < b we define µk(f, a, b) = the number of critical
points of index k in f−1(a, b), and µk(f, b) = µk(f,−∞, b) = the number
of critical points of f of index k below the level b. Then from the preceding
theorem and Theorem 5.6 we have.

9.7.6. Theorem. Let a < b be regular values of a Morse function f :
M → R that satisfies Condition C on a complete Riemannian manifold
M . Then (Mb, Ma) is a homotopy spherical complex. In fact it has a
homotopy cell decomposition with the number νk of cells of dimension k
equal to µk(f, a, b).

9.7.7. Corollary. Any compact, smooth manifold M is a homotopy
spherical complex, and in fact for any Morse function f : M → R there
is a homotopy cell decomposition for M with νk = µk(f).

But wait! In the above theorem we have apparently ignored critical points
of infinite index. Is this really legitimate? Yes, for the next proposition implies
that attaching a handle of infinite index to a hilbert manifold does not change
its homotopy type; so insofar as their effect on homotopy type is concerned we
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can simply ignore critical points of infinite index. (There is a beautiful result
of N. Kuiper that infinite dimensional hilbert manifolds of the same homotopy
type are diffeomorphic, so passing a critical point of infinite index does not even
change diffeomorphism type.)

9.7.8. Proposition. If D∞ is the closed unit disk in an infinite
dimensional Hilbert space V , and S∞ = ∂D∞ is the unit sphere in V ,
then there is a deformation retraction of D∞ onto S∞. Hence if A is any
space and g : S∞ → A is any continuous map then there is a deformation
retraction of the adjunction space X = A∪gD∞ onto A, and in particular
X has the same homotopy type as A.

Proof. Since D∞ is convex, it will suffice to show that there is a
retraction of D∞ onto S∞. Now recall the standard proof of the Brouwer Fixed
Point Theorem. If there were a fixed point free map h : Dn → Dn it would
imply the existence of a deformation retraction r of Dn onto Sn−1; namely r(x)
is the point where the ray from h(x) to x meets Sn−1. If n < ∞ this would
contradict the fact that Hn(Dn, Sn−1) = Z, so there can be no such retraction
and hence no such fix point free map. But when n = ∞ we will see that such
a fixed point free map does exist, and hence so does the retraction r. This will
be a consequence of two simple lemmas.

9.7.9. Lemma. D∞ has a closed subspace homeomorphic to R.

Proof. Let {en} be an orthonormal basis for V indexed by Z, and
define F : R → D∞ by F (t) = cos( 1

2 (t − n)π)en + sin( 1
2 (t − n)π)en+1 for

n ≤ t ≤ n + 1. It is easily checked that F is a homeomorphism of R into D∞

with closed image.

9.7.10. Lemma. If a normal space X has a closed subspace A
homeomorphic to R then it admits a fixed point free map H : X → X.

Proof. Since A is homeomorphic to R it admits a fixed point free map
h : A → A, corresponding to say translation by 1 in R. Since A is closed in
X and X is normal, by the Tietze Extension Theorem h can be extended to a
continuous map H : X → A, and we may regard H as a map H : X → X .
If x ∈ A then x �= h(x) = H(x), while if x ∈ X \ A then, since H(x) ∈ A,
again H(x) �= x.

While the number νk of cells of dimension k in a cell decomposition for a
spherical complex (X, A) is clearly not in general a topological invariant, there
are important relations between the νk and topological invariants of (X, A). In
particular there are the famous “Morse inequalities”, relating certain alternating
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sums of the νk to corresponding alternating sums of betti numbers. We consider
these next.

In what follows all pairs of spaces (X, A) considered are assumed “admis-
sible”, that is homotopy spherical complexes. We fix a field F , and for each
admissible pair (X, A) and non-negative integer k we define bk(X, A), the kth

betti number of (X, A) with respect to F , to be the dimension of Hk(X, A; F ),
and we recall that the Euler characteristic of (X, A), χ(X, A), is defined to be
the alternating sum,

∑
k(−1)kbk(X, A), of the betti numbers. (We shall see

that it is independent of F ).
For each non-negative integer k we define another topological invariant,

Sk(X, A) =
k∑

m=0

(−1)k−mbm(X, A) .

Thus:
S0 = b0,

S1 = b1 − b0 = b1 − S0,

. . . . . . . . .

Sk = bk − bk−1 + . . . ± b0 = bk − Sk−1,

χ = b0 − b1 + b2 − . . .

9.7.11. Proposition. The Euler characteristic χ is additive and
each Sk is subadditive. That is, given

X0 ⊆ X1 ⊆ . . . ⊆ Xn,

with all the pairs (Xi, Xi−1) admissible, we have:

Sk(Xn, X0) ≤
n∑

i=1

Sk(Xi, Xi−1),

χ(Xn, X0) =
n∑

i=1

χ(Xi, Xi−1).

Proof. By induction it suffices to show that for an admissible triple
(X, Y, Z)we haveSk(X, Z) ≤ Sk(X, Y )+Sk(Y,Z), andχ(X, Z) = χ(X, Y )+
χ(Y,Z). The long exact homology sequence for this triple:

∂m+1

−−→Hm(Y,Z)
im−−→Hm(X, Z)

jm−−→Hm(X, Y )−−→

gives the short exact sequences:

0 −→ im (∂m+1) −→ Hm(Y,Z) −→ im (im) −→ 0,
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0 −→ im (im) −→ Hm(X, Z) −→ im (jm) −→ 0,

0 −→ im (jm) −→ Hm(X, Y ) −→ im (∂m) −→ 0,

and these in turn imply the identities:

bm(Y,Z) = dim im (∂m+1) + dim im (im)
bm(X, Z) = dim im (im) + dim im (jm)
bm(X, Y ) = dim im (jm) + dim im (∂m).

Subtracting the first and third equation from the second,

bm(X, Z) − bm(X, Y ) − bm(Y,Z) = −(dim im (∂m) + dim im (∂m+1))

so multiplying by (−1)k−m, summing from m = 0 to m = k, and using that
∂0 = 0 we get

Sk(X, Z) − Sk(X, Z) − Sk(X, Z) = −dim im (∂k+1) ≤ 0.

Similarly, multiplying instead by (−1)m, summing, and using that eventually
∂k = 0 gives the additivity of χ.

9.7.12. Theorem. Let (X, A) be a homotopy spherical complex
admitting a homotopy cell decomposition with νk cells of dimension k.
If bk = bk(X, A) denotes the kth betti number of (X, A) with respect to
some fixed field F , then:

b0 ≤ ν0,

b1 − b0 ≤ ν1 − ν0,

. . . . . . . . . . . . . . .

bk − bk−1 + . . . ± b0 ≤ νk − νk−1 + . . . ± ν0.

Moreover

χ(X, A)
def≡

∑

i

(−1)ibi =
∑

i

(−1)iνi.

Proof. Let

A = X0 ⊆ X1 ⊆ . . . ⊆ Xn = X

with Xi+1 = Xi ∪gi eki be the cell decomposition for (X, A). Note that since
bm(Xi+1, Xi) = δm ki , it follows that

∑n−1
i=0 bm(Xi+1, Xi) = νm. Hence

n−1∑

i=0

Sk(Xi+1, Xi) =
n−1∑

i=0

k∑

m=0

(−1)k−mbm(Xi+1, Xi) =
k∑

m=0

(−1)k−mνm,
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and

n−1∑

i=0

χk(Xi+1, Xi) =
n−1∑

i=0

k∑

m=0

(−1)mbm(Xi+1, Xi) =
k∑

m=0

(−1)mνm,

so the theorem is immediate from the additivity of χ and the subadditivity of
the Sk.

9.7.13. Corollary. Let a < b be regular values of a Morse func-
tion f : M → R that satisfies Condition C on a complete Riemannian
manifold M . Let µk = µk(f, a, b) denote the number of critical points of
index k of f in f−1(a, b), and let bk = bk(Mb, Ma) denote the kth betti
number of (Mb, Ma) over some field F . Then:
(Morse Inequalities)

b0 ≤ µ0,

b1 − b0 ≤ µ1 − µ0,

. . . . . . . . . . . . . . .

bk − bk−1 + . . . ± b0 ≤ µk − µk−1 + . . . ± µ0.

Moreover
(Euler Formula)

χ(X, A)
def≡

∑

i

(−1)ibi =
∑

i

(−1)iµi.

Finally:
(Weak Morse Inequalities)

bk ≤ µk.

Proof. The Morse Inequalities and Euler Formula are immediate from
the theorem and Theorem 7.6. The Weak Morse Inequalities follow by adding
two adjacent Morse Inequalities.

9.7.14. Definition. A Morse function f : M → R on a compact manifold
is called a perfect Morse function if all the Morse inequalities are equalities, or
equivalently if µk(f) = bk(M) for k = 0, 1, . . . ,dim(M).

Consider again our basic example of the height function on the torus T 2.
Recall that µ0 = 1, µ1 = 2, and µ2 = 1. Since the torus is connected b0 = 1,
and since it is oriented b2 = 1. Then by the Euler Formula we must have
b1 = µ1 = 2. In particular this is an example of a perfect Morse function.
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More generally let Σ be an oriented surface of genus g, i.e., a sphere with
g handles. There is a Morse function on Σ (an obvious generalization of the
height function on the torus) that has one maximum, one minimum, and 2g
saddles. The same argument as above shows that b0 = b2 = 1, b1 = 2g, and
that this is a perfect Morse function.

Now let f : Σ → R be any Morse function on Σ. We can rewrite the Euler
Formula as a formula for the number of mountain passes on Σ, µ1, in terms of
the number of mountain peaks, µ2, the number of valleys, µ0, and the number
of handles, g; namely

µ1 = (µ2 − 1) + (µ0 − 1) + 2g.

So, for a compact oriented surface, a Morse function is perfect precisely when
it has a unique minimum and a unique maximum.

9.7.15. Theorem. Suppose f : M → R is a Morse function on a
compact manifold such that all the odd Morse numbers µ2k+1 are zero.
Then all the odd betti number b2k+1 also vanish, and for the even betti
numbers we have b2k = µ2k. In particular f is a perfect Morse function.

Proof. That the odd betti numbers are zero is immediate from the weak
Morse inequalities. The Euler Formula then becomes

χ(M) = b0 + b2 + . . . + b2m = µ0 + µ2 + . . . + µ2m,

so the weak Morse inequalities b2k ≤ µ2k must in fact all be equalities.

As a typical application of the above result we will compute the betti
numbers of n dimensional complex projective space, CPn. Recall that CPn is
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the quotient space of Cn+1\{0} under the equivalence relation z ∼ λz for some
non-zero λ ∈ C. For z in Cn+1 we put z = (z0, . . . , zn) and if z �= 0 then [z]
is its class in CPn. The open sets Ok = {z ∈ Cn+1 | zk �= 0}, k = 0, 1, . . . n
cover CPn and in Ok we have coordinates {xk

j , yk
j } 1 ≤ j ≤ n + 1 j �= k

defined by zj

zk
= xk

j + iyk
j .

Define f : CPn → R by f(z) = 〈Az, z〉/〈z, z〉, where 〈w, z〉 =
∑

i wiz̄i

and A is the hermitian symmetric matrix diag (λ0, . . . , λn) with (λ0 < λ1 <
. . . < λn). Let e0, . . . , en be the standard basis for Cn+1.

9.7.16. Proposition. The critical points of f are the [ek]. Moreover
[ek] is non-degenerate and has index 2k. Thus f is a perfect Morse
function and the betti numbers bk of CPn are zero for k odd and 1 for
k = 0, 2, . . . , 2n.

Proof. Exercise. Use the above coordinates to compute the differential
and Hessian of f .



Chapter 10

Advanced Critical Point Theory

10.1. Refined Minimaxing

Our original Minimax Principle located critical levels. Now we will look
for more refined results that locate critical points.

In all that follows we assume that f is a smooth real valued function
bounded below and satisfying Condition C on a complete Riemannian manifold
M , and that M0 is a closed subspace of M that is invariant under the positive
time flow ϕt generated by −∇f . (In our applications M0 will either be empty,
or of the form Mc, or a subset of the set C of critical points of f .)

Let Y be a compact space and Y0 a closed subspace of Y . We denote by
[(Y, Y0), (M,M0)] the set of homotopy classes of maps h : Y → M such that
h(Y0) ⊆ M0. Given α ∈ [(Y, Y0), (M,M0)] we define Fα = {im (h) | h ∈
α}, but we will use α and Fα almost interchangeably, as in minimax(f, α)

def≡
minimax(f,Fα). Clearly Fα is invariant under the positive time flow ϕt, so by
the Minimax Principle minimax(f, α) is a critical value of f .

In general given a family F of closed subsets F of M invariant under
ϕt for t > 0, we shall say that “F hangs up at the level c” to indicate that
c = minimax(f,F). If further S ⊆ f−1(c) then we will say “F hangs up on
S” if given any neighborhood U of S in M there is an ε > 0 such that some F
in F is included in Mc−ε ∪ U .

10.1.1. Refined Minimax Principle. Let F be a family of closed
subsets of M that is invariant under the positive time flow ϕt generated
by −∇f . If F hangs up at the level c, then in fact it hangs up on Cc.

Proof. Since C is pointwise invariant under ϕt, given any neighborhood
U of Cc there is a neighborhood O of Cc with ϕ1(O) ⊆ U . By the First
Deformation Theorem we may choose an ε > 0 so that ϕ1(Mc+ε \O) ⊆ Mc−ε.
Choose F in F with F ⊆ Mc+ε. Then ϕ1(F ) ∈ F , and since F is the union of
F ∩ (Mc+ε \ O) and F ∩ O it follows that

ϕ1(F ) ⊆ ϕ1(Mc+ε \ O) ∪ ϕ1(O) ⊆ Mc−ε ∪ U .

223
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To get still more precise results we assume f is a Morse function.

10.1.2. Theorem. Let f : M → R be a Morse function and
assume that α ∈ [(Y, Y0), (M,M0)] hangs up at the level c of f , where
c > max (f |M0). Assume that f has a single critical point p at the level
c, having index k, and let ek denote the descending cell of radius

√
ε in

some Morse chart of the second kind at p. Then for ε sufficiently small
α has a representative h with im(h) ⊆ Mc−ε ∪ ek.

Proof. Since c > max (f |M0), for ε small M0 ⊆ Mc−ε and we
can choose a neighborhood U of p with U ⊆ Mc+ε. Since by the preceding
proposition α hangs up on Cc = {p} we can find a representative g of α with
im(g) ⊆ Mc−ε ∪ U ⊆ Mc+ε. But by an earlier result there is a deformation
retraction ρ of Mc+ε onto Mc−ε ∪ ek. Then h = ρ ◦ g also represents α and has
its image in Mc−ε ∪ ek.

10.1.3. Remark. Of course if there are several critical points p1, . . . , ps at
the level c having indices k1, . . . , ks, then by a similar argument we can find a
representative of α with its image in Mc−ε ∪ ek1 ∪ . . . ∪ eks .

We will call (Y, Y0) a smooth relative m−manifold if Y \ Y0 is a smooth
m−dimensional manifold. In that case, by standard approximation theory, we
can approximatehby a map h̃ that agrees withhonh−1(Mc−ε) (and in particular
on Y0), and is a smooth map of Y \h−1(Mc−ε) into ek. Since ek is convex this
approximating map h̃ is clearly homotopic to h rel Y0. In other words, when
(Y, Y0) a smooth relative m−manifold we can assume that the map h of the
above theorem is smooth on h−1(ek).

10.1.4. Corollary. If (Y, Y0) a smooth relative m−manifold then
m ≥ k.

Proof. We can assume the h of the theorem is smooth on h−1(ek).
Then by Sard’s Theorem [DR,p.10] if m < k the image of h could not cover
e
◦ k and we could choose a z in e

◦ k not in the image of h. Since e
◦ k − {z}

deformation retracts onto ∂ek ⊆ Mc−ε, α would have a representative with
image in Mc−ε, contradicting the assumption that α hangs up at the level c.
Thus m < k is impossible.

10.1.5. Corollary. If (Y, Y0) is a smooth connected 1−manifold and
α is non-trivial (i.e., no representative is a constant map), then k = 1.

Proof. By the preceding corollary we have only to rule out the possi-
bility that k = 0. But if k = 0 then ek = {p}, so Mc−ε ∪ ek is the disjoint
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union of Mc−ε and {p}. Since Y is connected either im(h) ⊆ {p} or else
im(h) ⊆ Mc−ε. But the first alternative contradicts the non-triviality of α and
the second contradicts that α hangs up at the level c.

10.1.6. Corollary. If f has two distinct relative minima, x0 and x1,
in the same component of M then it also has a critical point of index 1
in that component.

Proof. Take Y = I , Y0 = {0, 1}, M0 = {x0, x1}. We can assume
that f(x0) ≤ f(x1). By the Morse Lemma there is a neighborhood U of x1 not
containing x0 such that f(x) > f(x1) + ε for all x in ∂U . Since any path from
x0 to x1 must meet ∂U , it follows that minimax(f, α) > f(x1) = max(f |M0)
and we can apply the previous corollary.

10.1.7. Remark. Here is another proof: the second Morse inequality can
be rewritten as µ1 ≥ b1 + (µ0 − b0). If M is connected then b0 = 1, so if
µ0 > 1 then µ1 ≥ 1.

10.1.8. Corollary. If M is not simply connected then f has at least
one critical point of index 1.

Proof. Take Y = S1, Y0 and M0 empty, and choose any non-trivial
free homotopy class α of maps h : S1 → M . Or, let x0 be a minimum point of
f in a non simply connected component of M , Y = I , Y0 = {0, 1}, and let α
be a non-trivial element of Π1(M,x0).

10.1.9. Remark. This does not quite follow from the Morse inequality
µ1 ≥ b1. The trouble is that H1(M) is the “abelianized” fundamental group,
i.e., Π1(M) modulo its commutator subgroup. So if the fundamental group is
non-trivial but perfect (e.g., the Poincaré Icosohedral Space) then b1 = 0.

10.1.10. Corollary. If M is connected and f has no critical points
with index k in the range 1 ≤ k ≤ m then Πi(M) is trivial for i = 1, . . . m.

Proof. If α is a non-trivial element of Πj(M) = [(Sj , �©), (M, �©)] then
α hangs up on a critical point of index k, where 1 ≤ k ≤ j.
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10.2. Linking Type

Recall that, under our basic assumptions (a), (b), and (c) of Section 9.1,
a Morse function f : M → R gives us a homotopy cell decomposition for the
Ma. Each time we pass a critical level c with a single critical point of index
k, Mc+ε has as a deformation retract Mc−ε with a k−cell attached. We would
like to use this to compute inductively the the homology of the Ma, and hence
eventually of M which is the limit of the Ma.

Let us review the general method involved. Let A be a homotopy spherical
complex, g : Sk−1 → A an attaching map, and X ∼ A ∪g ek (by which we
mean X has A ∪g ek as a deformation retract). We would like to compute
the homology of X from that of A. We write G : (Dk, Sk−1) → (X, A)
for the characteristic map of the attaching, so g = G|Sk−1. Now G induces a
commutative diagram for the exact homology sequences of the pairs (Dk, Sk−1)
and (X, A),

Hm(Dk, Sk−1)
∂

−−→ Hm−1(Sk−1) −−→ Hm−1(Dk) −−→


*Hm(G)



*Hm−1(g)



*Hm−1(G)

Hm(X, A)
∂

−−→ Hm−1(A) −−→ Hm−1(X) −−→

Since G is a relative homeomorphism, Hm(G) : Hm(Dk, Sk−1) →
Hm(X, A) is an isomorphism. On the other hand Dk is contractible and
hence all the Hm(Dk) are zero, and it follows that the boundary maps ∂ :
Hm(Dk, Sk−1) → Hm−1(Sk−1) are also isomorphisms. Thus in the ex-
act sequence for (X, A) we can replace Hm(Dk, Sk−1) by Hm−1(Sk−1) and
∂ : Hm(Dk, Sk−1) → Hm−1(A) by Hm−1(g) : Hm−1(Sk−1) → Hm−1(A),
getting the exact sequence

−−→Hm(Sk−1)
Hm(g)
−−→Hm(A)

im−−→Hm(X)
jm−−→Hm−1(Sk−1)

Hm−1(g)

−−→

When m �= k, k − 1 then Hm(Sk−1) and Hm−1(Sk−1), are both zero, so
Hm(X) ≈ Hm(A). On the other hand for the two special values of m we get
two short exact sequences

0−−→Hk(A)−−→Hk(X)−−→Ker(Hk−1(g))−−→0

and

0−−→Im(Hk−1(g))−−→Hk−1(A)−−→Hk−1(X)−−→0

from which we can in principle compute Hk(X) and Hk−1(X) if we know
Hk−1(g).
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Unfortunately, in the Morse theoretic framework, there is no good al-
gorithm for deriving the information needed to convert the above two exact
sequences into a general tool for computing the homology of X . As a result
we will now restrict our attention to what seems at first to be a very special
case (called “linking type”) where the computation of H∗(X) becomes trivial.
Fortunately, it is a case that is met surprisingly often in practice.

A choice of orientation for Rk is equivalent to a choice of generator
[Dk, Sk−1] for Hk(Dk, Sk−1;Z), and we will denote by [ek, ∂ek] the corre-
sponding generator for Hk(ek, ∂ek;Z) and for Hk(X, A;Z). For a general
coefficient ring R we may regard Hk(X, A;R) as a free R module with basis
[ek, ∂ek]. The following definition is due to M. Morse.

10.2.1. Definition. We say that (X, A) is of linking type over R if
[ek, ∂ek] is in the kernel of ∂k : Hk(X, A;R) → Hk−1(A;R), (so that in
fact ∂k ≡ 0), or equivalently if [ek, ∂ek] is in the image of jk : Hk(X;R) →
Hk(X, A;R) In this case we call any µ ∈ Zk(X;R) (or [µ] ∈ Hk(X;R) )
such that jk([µ]) = [ek, ∂ek] a linking cycle for (X, A) over R.

10.2.2. Remark. Clearly another equivalent condition for (X, A) to be
of linking type is that the fundamental class [Sk−1] of Sk−1 be in the kernel of
Hk−1(g) : Hk−1(Sk−1) → Hk−1(A)

10.2.3. Theorem. If (X, A) is of linking type over R and [µ] ∈
Hk(X;R) is a linking cycle for (X, A) then H∗(X;R) = H∗(A;R)⊕R[µ].

Proof. From the exact sequence for (X, A),

→ Hm+1(X, A)
∂m+1

−−→Hm(A)
im−−→Hm(X)

jm−−→Hm(X, A) →

since ∂k = 0 and all Hm(X, A) = 0, except perhaps for m = k, k−1, we have
Hm(X) = Hm(A) except for m = k. Taking m = k and using ∂k = 0 and
Hk(X, A) = R[ek, ∂ek], we have the short exact sequence

0 → Hk(A)
ik−−→Hk(X)

jk−−→R[ek, ∂ek] → 0,

and this is clearly split by the map r[ek, ∂ek] �→ r[µ] of Hk(X, A) to Hk(X).

Now let A = X0 ⊆ X1 ⊆ . . . ⊆ Xn = X be a homotopy cell decompo-
sition for (X, A); say Xi has as a deformation retract Xi−1 ∪gi eki . We shall
say that this is a cell decomposition of linking type if each pair (Xi, Xi−1)
is of linking type. By an easy induction from the previous theorem we see that
the inclusions i	 : X	 → X induce injections H∗(i	) : H∗(X	) → H∗(X). So
for such a homotopy cell decomposition we will identify each H∗(X	) with a
sub-module of H∗(X), and therefore identify a linking cycle [µ	] ∈ Hk�

(X	)
for the pair (X	, X	−1) with an element of Hk�

(X). With these conventions we
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define a set of linking cycles for the above homotopy cell decomposition of
linking type to be a sequence of homology classes µ1, . . . , µn such that [µ	] is
in the submodule Hk�

(X	) of Hk�
(X) and H∗(j	)([µ	]) = [ek� , ∂ek� ], where

H∗(j	) denotes the projection Hk�
(X	) → Hk�

(X	, X	−1). Then by induction
from the preceding theorem,

10.2.4. Theorem. With the above assumptions and notation:

H∗(X) = H∗(A) ⊕
n⊕

	=1

R[µ	].

Now let us specialize to the homotopy cell decompositions associated to
a Morse function f : M → R that is bounded below and satisfies Condition
C on a complete Riemannian manifold. Let a be a non-critical value of f and
let p1 . . . , pn be all the critical points of finite index of f below the level a,
ordered so that ci = f(pi) ≤ ci+1. Assume pi has index ki, and let eki denote
the descending cell in some Morse coordinate system at pi. We have seen that
Ma has a homotopy cell decomposition �© = X0 ⊆ X1 ⊆ . . . ⊆ Xn = Ma

with Xi+1 having as a deformation retract Xi ∪gi eki . (In the generic case
that pi is the unique critical point at its level ci we may take Xi = Mci+1−ε,
i = 0 . . . n − 1 .) We say that the critical point pi is of linking type over R
if (Xi+1, Xi) is of linking type over R. And we say that the Morse function
f is of linking type over R if all its critical points are of linking type over R.
In this case we let [µi] ∈ Hki(Ma) denote a linking cycle for (Xi+1, Xi), and
we call [µi] a linking cycle for the critical point pi.

By the previous theorem we have: H∗(Ma) =
⊕n

i=1 R[µi]. Note that
if a < b are two regular values of f then in particular it follows that H∗(Ma)
injects into H∗(Mb). Let {an} be a sequence of regular values of f tending to
infinity. Then clearly M is the inductive limit of the subspaces Man . Hence



10. Advanced Critical Point Theory 229

10.2.5. Theorem. Let f : M → R be a Morse function of linking
type over R that is bounded below and satisfies Condition C on a com-
plete Riemannian manifold. For each critical point p of f let k(p) denote
the index of p and let µp ∈ Hk(p)(M ;R) be a linking cycle for p over R.
Then H∗(M ;R) is a free R module generated by these [µp].

10.2.6. Corollary. If a Morse function on a compact manifold is of
linking type over a field then it is a perfect Morse function.

It is clearly important to have a good method for constructing linking cycles.
In the next section we will study a very beautiful criterion, that goes back to
Bott and Samelson, for recognizing when certain geometric cycles are linking
cycles.

10.3. Bott-Samelson Type

In this section our coefficient ring for homology, R, is for simplicity as-
sumed to be either Z or Z2. Y will denote a compact, connected, smooth
k−manifold with (possibly empty) boundary∂Y . We recall thatHk(Y, ∂Y ; Z2) ≈
Z2. The non-zero element of Hk(Y, ∂Y ; Z2) is denoted by [Y, ∂Y ] and is called
the fundamental class of (Y, ∂Y ) (over Z2). We say that “Y is oriented over
Z2”. Over Z there are two possibilities. Recall that Y is called orientable if it
has an atlas of coordinate charts such that the Jacobians of all the coordinate
changes are positive functions, otherwise non-orientable. If Y is non-orientable
then Hk(Y, ∂Y ; Z) = 0, while if Y is orientable then Hk(Y, ∂Y ; Z) ≈ Z. In the
latter case, a choice of one of the two possible generators is called an orientation
of Y , and Y together with an orientation is called an oriented k−manifold. The
chosen generator for Hk(Y, ∂Y ; Z) is again denoted by [Y, ∂Y ] and is called
the fundamental class of the oriented manifold over Z (its reduction modulo 2
is clearly the fundamental class over Z2). Either over Z or Z2 the fundamental
class [Y, ∂Y ] has the following characteristic property. If ∆ is a k−disk em-

bedded in the interior of Y , then the inclusion (Y, ∂Y ) ↪→ (Y, Y \ ∆
◦
) induces

a map Hk(Y, ∂Y ) → Hk(Y, Y \ ∆
◦
). On the other hand we have an excision

isomorphism Hk(Y, Y \ ∆
◦
) ≈ Hk(∆, ∂∆). Then, under the composition of

these two maps, the fundamental class [Y, ∂Y ] is mapped onto ±[∆, ∂∆].

10.3.1. Proposition. Let p be a non-degenerate critical point of
index k and co-index l, lying on the level c of f : M → R, and let ek and
el be the descending and ascending cells of radius ε in a Morse chart for f
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at p. Let Y be a compact, smooth k−manifold with boundary, oriented
over R and ϕ : (Y, ∂Y ) → (Mc, Mc−ε) a smooth map, such that:
(1) im(ϕ) ∩ f−1(c) = {p},
(2) ϕ−1(p) = {y0}, and
(3) ϕ is transversal to el at y0.
Then Hk(ϕ) : Hk(Y, ∂Y ) → Hk(Mc, Mc−ε) maps [Y, ∂Y ] to ±[ek, ∂ek].
(Here, as in the preceding section, [ek, ∂ek] denotes the image of the
fundamental class of (ek, ∂ek) in Hk(Mc, Mc−ε) under inclusion.)

Proof. By (1) and (2), if y �= y0 then f(ϕ(y)) < c; hence if N is
any neighborhood of y0 then, for ε small enough, ϕ maps (Y, Y \ N) into
(Mc, Mc−ε). In the given Morse coordinates at p let P denote the projection
onto the descending space Rk along the ascending space Rl. Then (3) says that
P ◦(Dϕ)y0 maps TYy0 isomorphically onto T (ek)p, so by the Inverse Function
Theorem, P ◦ϕ maps any sufficiently small closed disk neighborhood ∆ of
y0 in Y diffeomorphically onto the neighborhood ek of p in Rk. And by the
first remark in the proof we can assume further that ϕ maps (Y, Y \ ∆

◦
) into

(Mc, Mc−ε). Taking ∆ small enough, we can suppose that both ϕ and P ◦ϕ
map ∆ into some convex neighborhood of p, so by a standard interpolation
argument we can find a smooth map ϕ̃ : (Y, ∂Y ) → (Mc, Mc−ε) that agrees
with P ◦ϕ in ∆, agrees with ϕ outside a slightly larger neighborhood of y0, and
is homotopic to ϕ rel Y0. We now have the commutative diagram:

(Y, ∂Y )
ϕ̃

−−→ (Mc, Mc−ε)

*inc

+

inc

(Y, Y \ ∆
◦
)

ϕ̃
−−→ (Mc−ε ∪ ek, Mc−ε)


*exc

+

inc

(∆, ∂∆)
ϕ̃

−−→ (ek, ∂ek)

where inc indicates an inclusion, and exc an excision.
Now, since ϕ̃ is a diffeomorphism of (∆, ∂∆) onto (ek, ∂ek), it follows that

Hk(ϕ̃)([∆, ∂∆]) = ±[ek, ∂ek]. But, since ϕ̃ and ϕ are homotopic, Hk(ϕ) =
Hk(ϕ̃), and the conclusion follows from the diagram and the characteristic
property of fundamental classes stated above.

10.3.2. Definition. Let Y be a compact, smooth, connected k−manifold
(without boundary!) that is oriented over R, and ϕ : Y → M a smooth map.
If p is a non-degenerate critical point of index k of f : M → R, then we call
(Y, ϕ) a Bott-Samelson cycle for f at p (over R) if f ◦ϕ : Y → R has a
unique non-degenerate maximum that is located at y0 = ϕ−1(p). We say that
the critical point p is of Bott-Samelson type (over R) if such a pair (Y, ϕ)
exists, and we say a Morse function f is of Bott-Samelson type over R if all of
its critical points are of Bott-Samelson type.
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10.3.3. Theorem. If (Y, ϕ) is a Bott-Samelson cycle for f at p then
H∗(ϕ)([Y ]) is a linking cycle for f at p.

Proof. Immediate from the preceding proposition and the definition of
linking cycle. Conditions (1) and (2) of the proposition are obviously satisfied,
and (3) is an easy consequence of the non-degeneracy of f ◦ϕ at ϕ−1(p).

10.3.4. Corollary. Let f : M → R be a Morse function that satisfies
Condition C and is bounded below on a complete Riemannian manifold
M . If f is of Bott-Samelson type over R then it also of linking type over
R. If for each critical point p of f , (Yp, ϕp) is a Bott-Samelson cycle for f
at p over R then, for a regular value a of f , H∗(Ma;R) is freely generated
as an R-module by the H∗(ϕp)([Yp]) with f(p) < a, and H∗(M ;R) is
freely generated by all the H∗(ϕp)([Yp]).

10.3.5. Remark. Suppose all the critical points of index less than or equal
to k of a Morse function f : M → R are of Bott-Samelson type. Does it follow
that, for l ≤ k, bl(M) = µl(M)? By the following proposition the example
of a function on S1 with two local minima and two local maxima shows this is
already false for k = 0.

10.3.6. Proposition. If f : M → R is a Morse function then every
local minimum (i.e., critical point of index zero) is of Bott-Samelson type.
If M is compact then a local maximum {p} of f is of Bott-Samelson type
over R provided that the component M0 of {p} in M is oriented over R
and p is the unique global maximum of f |M0.

Proof. If x ia local minimum then Y = {x} is an oriented, connected
0−manifold and if ϕ is the inclusion of Y into M then (Y, ϕ) is a Bott-Samelson
cycle for f at x. Similarly, in the local maximum case, provided M0 is oriented
over R and p is the unique global maximum of f |M0 then the inclusion of M0

into M is a Bott-Samelson cycle for f at p.

10.3.7. Corollary. A smooth function on the circle S1 is a Morse
function of Bott-Samelson type provided that its only critical points are
one non-degenerate local minimum and one non-degenerate local maxi-
mum.

10.3.8. Corollary. Let M be a smooth, compact,connected surface,
oriented over R, and let f : M → R be a Morse function with a unique
local maximum. A necessary and sufficient condition for f to be of Bott-
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Samelson type is that for each saddle point p of f there exist a circle
S1 immersed in M that is tangent to the descending direction at p and
everywhere else lies below the level f(p). In this case the fundamental
classes of these circles will generate H1(M).

10.3.9. Remark. This gives another proof that a surface of genus g has
first betti number 2g. There is a standard embedding of the surface in R3 with
the height function having 2g saddles and for which the corresponding circles
are obvious (if you look at the illustration of the case g = 3 in Section 9.7, the
circles stare out of the page).



Chapter 11

The Calculus of Variations

Let X be a compact Riemannian manifold and let M0 denote some space
of smooth mappings of X into a manifold Y , or more generally some space of
smooth sections of a fiber bundle E over X with fiber Y (the case E = X × Y
gives the maps X → Y ).

A Lagrangian function L for M0 of order k is a function L : M0 →
C∞(X, R) that is a partial differential operator of order k. This means that
L(ϕ) : X → R can be written as a function of the partial derivatives of ϕ up to
order k with respect to local coordinates in X and E. (More precisely, but more
technically, L should be of the form F ◦ jk, where jk : C∞(E) → C∞(JkE)
is the k−jet extension map and F is a smooth map Jk(E) → R.)

Given such a Lagrangian function L we can associate to it a real valued
function L : M0 → R, called the associated action integral , (or action
functional) by L(ϕ) =

∫
X

L(ϕ) dµ(x), where dµ is the Riemannian volume
element.

The general problem of the Calculus of Variations is to study the “critical
points” of such action integrals in the following sense. Let ϕ ∈ M0. Given
a smooth path ϕt in M0 (in the sense that (t, x) �→ ϕt(x) is smooth) we can
compute

(
d
dt

)
t=0

L(ϕt). If this is zero for all smooth paths ϕt with ϕ0 = ϕ
then ϕ is called a critical point of the functional L. We shall see below that the
condition for ϕ to be a critical point of L can be written as a system of partial
differential equations of order 2k for ϕ, called the Euler-Lagrange equations
corresponding to the Lagrangian L. Of course if we can interpret M0 as a
smooth manifold and L : M0 → R as a smooth function on this manifold, then
“critical point” in the above sense will be equivalent to critical point in the sense
we have been using it previously, namely that dLϕ = 0. Moreover in this case
the Euler-Lagrange equation is equivalent to ∇L(ϕ) = 0.

To see what the Euler-Lagrange equation of a k-th order Lagrangian L
looks like we consider the following simple example: Let I = (0, 1) and
Ω = In ⊂ Rn, M0 = C∞

o (Ω, R), the space of smooth functions with compact
support in Ω, and L(u) = L(jk(u)) = L(u, Dαu), i.e., L is a function of u and
its partial derivatives Dαu up to order k. Here α = (α1, . . . , αn) is an n-tuple
of non-negative integers, |α| = α1 + . . . + αn, and

Dαu =
∂|α|u

∂xα1 · · · ∂xαn

.

If u, h ∈ M0, then ut = u + th ∈ M0, and

L(u + th) = L(u + th, Dαu + tDαh).

233
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Since h and all its partial derivatives vanish near ∂Ω, there are no boundary
terms when we integrate by parts in the following:

dLu(h) =
(

d

dt

)

t=0

(L(u + th))

=
∫

Ω

{
∂L

∂u
h +

∑

α

∂L

∂ (Dαu)
Dαh

}

dx

=
∫

Ω

{
∂L

∂u
+

∑

α

(−1)|α|Dα

(
∂L

∂ (Dαu)

)}

h dx

So the Euler-Lagrange equation is

∂L

∂u
+

∑

α

(−1)|α|Dα

(
∂L

∂ (Dαu)

)

= 0.

In the same way, if M0 = C∞
o (Ω, Rm), then the Euler-Lagrange equations for

u = (u1, . . . , um) are

∂L

∂uj
+

∑

α

(−1)|α|Dα

(
∂L

∂ (Dαuj)

)

= 0 1 ≤ j ≤ m,

which is a determined system of m PDE of order 2k for the m functions
u1, . . . , um.

In general M0 is the space of smooth sections of a fiber bundle E on a
compact Riemannian manifold X . To compute the first variation, ( d

dt )t=0L(ut),
it suffices to compute it for deformation ut having “small support”, i.e., a smooth
curve ut ∈ M0 such that u0 = u on all of X , and ut = u outside a compact
subset of a coordinate neighborhood U . One standard method for computing
the first variation is to choose a trivialization of E over U so that, locally,
smooth sections of E are represented by Rm-valued maps defined on an open
neighborhood of Rn. Here n = dim(X) and m is the fiber dimension of E.
Then the Euler-Lagrange equation of L can be computed locally just as above.
If the Lagrangian L is natural then it is usually easy to interpret the local formula
this leads to in an invariant manner. A second standard method to get the Euler-
Lagrange equations is to use covariant rather than ordinary derivatives to get an
invariant expression for ( d

dt )t=0L(ut) directly. Both methods will be illustrated
below.

Many important objects in geometry, analysis, and mathematical physics
are critical point of variational problems. For example, geodesics, harmonic
maps, minimal submanifolds, Einstein metrics, solutions of the Yamabe equa-
tion, Yang-Mills fields, and periodic solutions of a Hamiltonian vector field.

Now the Euler-Lagrange equations of a variational problem are usually
a highly non-linear system of PDE, and there is no good general theory for
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solving them—except going back to the variational principle itself. Often we
would be happy just to prove an existence theorem, i.e., prove that the set C0 of
critical points of L : M0 → R is non-empty. Can we apply our general theory?
Sometimes we can. Here are the steps involved:
(1) Complete M0 to a complete Riemannian manifold M of sections of E.

Usually this is some Sobolev completion of M0. Choosing the correct one
is an art! For (2) to work the Sobolev norm used must be “strong enough”,
while for (5) to work this norm cannot be “too strong”. In order that both
work the choice must be just right.

(2) Extend L to a smooth map L̃ : M → R. (If the correct choice is made in
step (1) this is usually easy.)

(3) Boundedness from below. Show that L̃ is bounded below. (Usually easy.)
(4) Verify Condition C for L̃. (Usually a difficult step.)
(5) (Regularity) Show that a solution ϕ in M of dL̃ϕ = 0 is actually in M0,

and hence is a critical point ofL. This is usually a difficult step. In the sim-
plest case L is a homogeneous quadratic form, so that the Euler-Lagrange
equations are linear. Then technically it comes down to proving the ellip-
ticity of these equations. In the general non-linear case we again usually
must show some sort of ellipticity for the Euler-Lagrange operator and then
prove a regularity theorem for a class of elliptic non-linear equations that
includes the Euler-Lagrange equations.

In general, for all but the simplest Calculus of Variations problems, carrying
out this program turns out to be a technical and difficult process if it can be done
at all. Many research papers have consisted in verifying all the details under
particular assumptions about the nature of L. Often some special tricks must
be used, such as dividing out some symmetry group of the problem or solving
a “perturbed” problem with Lagrangian Lε and letting ε → 0 ([U],[SU]).

In section 1 we will discuss Sobolev manifolds of sections of fiber bundles
over compact n-dimensional manifolds needed for step (1) of the program. We
will only give the full details for the case n = 1, needed in section 2 where we
work out in complete detail the above five steps for the the geodesic problem.
But the geodesic problem is misleadingly easy. To give some of the flavor and
complexity of the analysis that comes into carrying out the program for more
general Calculus of Variations problems we study a second model problem in
section 3; namely the functional

J(u) =
∫

X

‖∇u‖2 + fu2dv(g)

with constraint
∫

X
|u|pdv(g) = 1 on a compact Riemannian manifold (X, g).

The corresponding Euler-Lagrange equation is


u + fu = λup−1
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for some constantλ, an equation that has important applications to the problem of
prescribing scalar curvature. But this equation can also be viewed as an excellent
model equation for studying the feasibility of the above general program. For
example, as we shall see, it turns out that whether or not Condition C is satisfied
depends on the value of the exponent p.

11.1. Sobolev manifolds of fiber bundle sections

If M is a compact n-dimensional manifold and ξ is a smooth vector bun-
dle over M then we can associate to ξ a sequence of hilbert spaces Hk(ξ)
of sections of ξ. Somewhat roughly we can say that a section σ of ξ is in
Hk(ξ) if (with respect to local coordinates in M and a local trivialization for
ξ) all its partial derivatives of order less than or equal to k are locally square
summable. Moreover these so-called Sobolev spaces are functorial in the fol-
lowing sense: if η is a second smooth vector bundle over M and ϕ : ξ → η
is a smooth vector bundle morphism, then σ �→ ϕ ◦σ is a continuous linear
map Hk(ϕ) : Hk(ξ) → Hk(η). When k > n/2 it turns out that Hk(ξ) is a
dense linear subspace of the Banach space C0(ξ) of continuous sections of ξ
and moreover that the inclusion map Hk(ξ) ↪→ C0(ξ) is a continuous (and in
fact compact) linear map. In this case Hk is also functorial in a larger sense;
namely, if ϕ : ξ → η is a smooth fiber bundle morphism then σ �→ ϕ ◦σ is of
course not necessarily linear, but it is a smooth map Hk(ϕ) : Hk(ξ) → Hk(η).
It follows easily from this that, for a fiber bundle E over M , when k > n/2 we
can in a natural way define a hilbert manifold Hk(E) of sections of E. Hk(E)
is characterized by the property that if a vector bundle ξ is an open sub-bundle
of E, then Hk(ξ) is an open submanifold of Hk(E); in fact these Hk(ξ) give
a defining atlas for the differentiable structure of Hk(E). When F is another
smooth fiber bundle over M and ϕ : E → F is a smooth fiber bundle morphism
then σ �→ ϕ ◦σ is a smooth map Hk(ϕ) : Hk(E) → Hk(F ). Thus when
k > n/2 we can “extend” Hk to a functor from the category of smooth fiber
bundles over M to the category of smooth hilbert manifolds.

In this section we will give the full details of this construction for the case
k = 1 and n = 1 (so M is either the interval I or the circle S1). A complete
exposition of the general theory can be found in [Pa6].

We begin by considering the case of a trivial bundle ξ = I × Rn, so that a
section of ξ is just a map of I into Rn.

We will denote byH0(I, Rn) the hilbert spaceL2(I, Rn)of square summable
maps of the unit interval I into Rn. For σ, λ ∈ H0(I, Rn) we denote their inner
product by 〈σ, λ〉

0
=

∫ 1

0
〈σ(t), λ(t)〉 dt, and ‖σ‖2

0
= 〈σ, σ〉

0
.

Recall that a continuous map σ : I → Rn is called absolutely continuous
if σ′ exists almost everywhere, and is in L1(I, Rn) (i.e.,

∫ 1

0
‖σ′(t)‖ dt < ∞). In
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this case σ(t) = σ(0)+
∫ t

0
σ′(s) ds—and conversely if f ∈ L1(I, Rn) then t �→

p +
∫ t

0
f(s) ds is absolutely continuous and has derivative f . Since I has finite

measure, by the Schwarz inequality L1(I, Rn) ⊇ L2(I, Rn) = H0(I, Rn). The
set of absolutely continuous maps σ : I → Rn such that σ′ is in H0(I, Rn) is
called the Sobolev space H1(I, Rn).

11.1.1. Proposition. H1(I, Rn) is a hilbert space with the inner
product

〈λ, σ〉
1

= 〈λ(0), σ(0)〉 + 〈λ, σ〉
0
.

Proof. This just says that the map λ �→ (λ(0), λ′) of H1(I, Rn) to
Rn ⊕ H0(I, Rn) is bijective. The inverse is (p, σ) �→ p +

∫ t

0
σ(s) ds.

11.1.2. Theorem (Sobolev Inequality). If σ is in H1(I, Rn) then

‖σ(t) − σ(s)‖ ≤ |t − s|
1
2 ‖σ′‖

0

≤ |t − s|
1
2 ‖σ‖

1
.

Proof. If h is the characteristic function of the interval [s, t] then
‖h‖2

L2
=

∫ 1

0
h2(t) dt =

∫ t

s
1 dt = |t − s|, hence by the Schwarz inequality

‖σ(t) − σ(s)‖ = ‖
∫ t

s
σ′(x) dx‖ = ‖

∫ 1

0
h(x)σ′(x) dx‖ ≤ |t − s|

1
2 ‖σ′‖

0

11.1.3. Corollary. ‖σ‖∞ ≤ 2‖σ‖
1
.

Proof. ‖σ(0)‖ ≤ ‖σ‖
1
, by the definition of ‖σ‖

1
, hence

‖σ(t)‖ ≤ ‖σ(0)‖ + ‖σ(t) − σ(0)‖
≤ ‖σ(0)‖ + |t| 12 ‖σ‖

1
≤ 2‖σ‖

1
.

11.1.4. Theorem. The inclusion maps of H1(I, Rn) into C0(I, Rn)
and into H0(I, Rn) are completely continuous.

Proof. Since the inclusion C0(I, Rn) ↪→ H0(I, Rn) is continuous, it
will suffice to show that H1(I, Rn) ↪→ C0(I, Rn) is completely continuous.
Let S be bounded in H1(I, Rn). We must show that S has compact closure in
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C0(I, Rn) or, by the Ascoli-Arzela Theorem, that S is bounded in the C0 norm
(‖ ‖∞ ) and is equicontinuous. Boundedness is immediate from the preceding
corollary, while the Sobolev Inequality implies that S satisfies a uniform Hölder
condition of order 1

2 and so a fortiori is equicontinuous.

We will denote by S(I, Rn) the vector space of all functions σ : I → Rn.
As usual we identify S(I, Rn) with the vector space of all sections of the product
bundle I × Rn. Given a smooth map ϕ : I × Rn → I × Rp of the form
(t, x) �→ (t, ϕt(x)), with each ϕt a linear map of Rn → Rp, we can regard
ϕ as a smooth vector bundle morphism between the product bundle I × Rn

and I × Rp, hence it induces a linear map ϕ̃ of S(I, Rn) to S(I, Rp); namely
ϕ̃(σ)(t) = ϕt(σ(t)). Clearly ϕ̃ is a continuous linear map of C0(I, Rn) to
C0(I, Rp) and also a continuous linear map of H0(I, Rn) to H0(I, Rp). If
σ ∈ C0(I, Rn) is absolutely continuous then, if σ is differentiable at t ∈ I so
is ϕ̃(σ), and ϕ̃(σ)′(t) = ϕt(σ′(t)) + ( ∂

∂s )s=tϕ(s, σ(t)). It follows that ϕ̃ is
also absolutely continuous and is in H1(Rp) if σ is in H1(Rn). Thus ϕ̃ is also
a continuous linear map of H1(I, Rn) to H1(I, Rp). Of course it follows in
particular that if n = p and ϕ is a vector bundle automorphism of I × Rn (i.e.,
each ϕt is in GL(n, R)), then ϕ̃ is an automorphism of C0(I, Rn), of H0(I, Rn),
and of H1(I, Rn).

Now suppose ξ is a smooth vector bundle over I . Since any bundle over
I is trivial, we can find a trivialization of ξ, i.e., a vector bundle isomorphism
ϕ of the product vector bundle I × Rn with ξ. Then σ �→ ϕ ◦σ is a bijective
linear map ϕ̃ between the space S(I, Rn) of all sections of I × Rn and the
space S(ξ) of all sections of ξ. This map ϕ̃ will of course map C0(I, Rn)
isomorphically onto C0(ξ), but moreover we can now define hilbertable spaces
H0(ξ) and H1(ξ) of sections of ξ with H1(ξ) ⊆ C0(ξ) ⊆ H0(ξ), by specifying
that ϕ̃ is also an isomorphism of H0(I, Rn) with H1(ξ) and of H1(I, Rn) with
H1(ξ). By the above remarks it is clear that these definitions are independent of
the choice of trivialization ϕ. Moreover it also follows from these remarks that
H0 and H1 are actually functorial from the category VB(I) of smooth vector
bundles over I and smooth vector bundle morphisms to the category Hilb of
hilbertable Banach spaces and bounded linear maps. That is, if ϕ : ξ → η is a
morphism of smooth vector bundles over I then ϕ̃ : S(ξ) → S(η), σ �→ ϕ ◦σ
restricts to morphisms (i.e., a continuous linear maps) H0(ξ) → H0(η) and
H1(ξ) → H1(η).

From the corollary of the Sobolev inequality we have:

11.1.5. Theorem. For any smooth vector bundle ξ over I the inclu-
sion maps of H1(ξ) into C0(ξ) and into H0(ξ) are completely continuous.

Let FB(I) denote the category of smooth fiber bundles and smooth fiber
bundle morphisms over I and let Mfld denote the category of smooth hilbert
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manifolds and smooth maps. Note that we have weakening of structure functors
that “include” VB(I) into FB(I) and Hilb into Mfld. Our goal is to “extend”
H1 to a functor from FB(I) to Mfld. For technical reasons it is expedient to
carry out this process in two steps, extending H1 first on morphisms and only
then on objects. So we introduce two “mongrel” categories, FVB(I) and
MHilb. The objects of FVB(I) are the smooth vector bundles over I , but
its morphisms are fiber bundle morphisms. Similarly, the objects of MHilb
are hilbertable Banach spaces, and its morphisms are the smooth maps between
them.

11.1.6. Theorem. If ξ and η are smooth vector bundles over I
and ϕ : ξ → η is a smooth fiber bundle morphism then σ �→ ϕ ◦σ is a
smooth map C0(ϕ) : C0(ξ) → C0(η) and it restricts to a smooth map
H1(ϕ) : H1(ξ) → H1(η). Thus H1 extends to functor from FVB(I) to
MHilb.

Proof. As in the case of vector bundle morphisms we can assume that
ξ and η are product bundles I × Rn and I × Rp respectively, so ϕ : I × Rn →
I × Rp is a smooth map of the form (t, x) �→ (t, ϕt(x)). Then as above
C0(ϕ) : C0(I, Rn) → C0(I, Rp) is defined by C0(ϕ)(σ)(t) = ϕt(σ(t)), and
it is easy to check that C0(ϕ) is a differentiable map and that its differential is
given by DC0(ϕ)σ(λ)(t) = D1ϕ(t,σ(t))(λ(t)). If σ is absolutely continuous
then, for t in I such that σ′(t) exists, C0(ϕ)(σ)′(t) = D1ϕ(t,σ(t))(σ

′(t)) +
( ∂

∂s )s=tϕ(s, σ(t)). It follows that C0(ϕ)(σ) is also absolutely continuous and
that if σ is in H1(Rn) then C0(ϕ)(σ) is in H1(Rp). In other words C0(ϕ)
restricts to a map H1(ϕ) : H1(Rn) → H1(Rp), and it is again easy to check
that this map is differentiable and that its differential is given by the same
formula as above. Then by an easy induction we see that H1(ϕ) is smooth and
that DmH1(ϕ)σ(λ1, . . . , λm)(t) = Dm

1 ϕ(t,σ(t))(λ1(t), . . . , λm(t)).

11.1.7. Remark. Note that the same does not hold for the functor H0 !
For example define ϕ : I × R → I × R by (t, x) �→ (t, x2). Define σ : I → R
by σ(t) = t−

1
4 , so clearly σ ∈ H0(I, R). But ϕt(σ(t)) = t−

1
2 , which is not

square summable.
Now suppose that E is a smooth fiber bundle over I . A smooth vector

bundle ξ over I is called a vector bundle neighborhood in E, (abbreviated to
VBN), if the total space of ξ is open in the total space of E and if the inclusion
ξ ↪→ E is a fiber bundle morphism. Of course then C0(ξ) is open in C0(E),
and for any σ in C0(ξ) we will say that ξ is a VBN of σ in E.

11.1.8. Proposition. If E is a vector bundle and ξ is a VBN in E
then C0(ξ) is a smooth open submanifold of the Banach space C0(E),
and similarly H1(ξ) is a smooth open submanifold of the Hilbert space
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H1(E).

Proof. Since the inclusion i : ξ ↪→ E is a fiber bundle morphism, by
the preceding Theorem the inclusions C0(i) : C0(ξ) ↪→ C0(E) and H1(i) :
H1(ξ) → H1(η) are smooth, and in fact by the Inverse Function Theorem they
are diffeomorphisms onto open submanifolds.

Given any smooth section σ of E we will now see how to construct a VBN
in E, having σ as its zero section. We proceed as follows.

Let TF (E) denote the subbundle of TE defined as the kernel of the differ-
ential of the projection of E onto I . TF (E) is called the “tangent bundle along
the fibers of E” since, for any fiber Et of E, the tangent bundle, T (Et), is just
the restriction of TF (E) to Et . This allows us to define a smooth “exponen-
tial” map Exp of TF (E) into E such that if e ∈ Et then Exp(TF (E)e) ⊆ Et.
Namely, choose a complete Riemannian metric for the total space of E. This in-
duces a complete Riemannian metric on each fiber Et, and hence an exponential
map Expt : TF (E)|Et → Et, and we define Exp : TF (E) → E to be equal
to Expt on TF (E)|Et. The fact that solutions of an ODE depend smoothly on
parameters insures that Exp is a smooth map. (Note: Exp will not in general
agree with the usual exponential map of E since the fibers Et are not in general
totally geodesic in E.)

Given a smooth section σ of E we define a smooth vector bundle Eσ over
I by Eσ = σ∗(TF (E)). Note that, for t ∈ I , Eσ

t = TF (E)σ(t) = T (Et)σ(t).
We define a smooth fiber bundle morphism E : Eσ → E by E(v) = Exp(v) =
Expt(v) for v ∈ Eσ

t . Since im(σ) is compact we can choose an ε > 0 less than
the injectivity radius of Et at σ(t) for all t in I . Then E maps Eσ

ε , the open
ε-disk bundle in Eσ , onto an open subbundle ξ of E; namely, for t ∈ I , ξt is
the ball of radius ε in Et about σ(t). Finally let θ denote a diffeomorphism of R
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onto (−ε, ε). Then we can define a fiber bundle isomorphism Θ : Eσ ≈ Eσ
ε by

Θ(v) = θ(‖v‖)(v/(1+‖v‖), and composing this with E gives us a fiber bundle
isomorphism E◦Θ : Eσ ≈ ξ. This proves:

11.1.9. VBN Existence Theorem. If E is any fiber bundle over I
and σ is a smooth section of E then there is a vector bundle neighborhood
ξ of σ in E having σ as its zero section. In more detail, given a complete
Riemannian metric for E we can find such a vector bundle neighborhood
structure on the open subbundle ξ of E whose fiber at t is the ball of
radius ε about σ(t) in Et, provided that ε is chosen smaller than the
injectivity radius for Et at σ(t) for all t ∈ I.

11.1.10. Corollary. C0(E) is the union of the C0(ξ) for all VBN ξ
of E. In fact, if σ0 ∈ C0(E) and U is a neighborhood of σ0 in E then
there is a VBN ξ of σ0 with ξ ⊆ U .

Proof. Without loss of generality we can assume that U has compact
closure. Choose ε > 0 less than the injectivity radius of EΠ(e) at e for all e ∈ U ,
and such that the disk of radius 2ε about σ0(t) in Et is included in U for all
t ∈ I . Choose a smooth section σ of E such that for all t ∈ I the distance from
σ(t) to σ0(t) in Et is less than ε. Then by the Theorem we can find a VBN ξ in
E having σ as zero section and with fiber at t the ball of radius ε about σ(t) in
Et. Clearly this ξ is a VBN of σ0.

11.1.11. Definition. If E is a smooth fiber bundle over I then we define a
smooth Banach manifold structure for C0(E) by requiring that, for each VBN
ξ in E, the Banach space C0(ξ) is an open submanifold of C0(E). We define
H1(E) to be the union of the H1(ξ) for all VBN ξ in E, and similarly we define
a Hilbert manifold structure for H1(E) by requiring that, for each such ξ, the
Hilbert space H1(ξ) is an open submanifold of H1(E).

11.1.12. Remark. To see that this definition indeed makes C0(E) into
a smooth manifold, let σ ∈ C0(E) and let ξ1 and ξ2 be two vector bundle
neighborhoods of σ in E. It will suffice to find an open neighborhood O of
σ in C0(E) that is included both in C0(ξ1) and in C0(ξ2), and on which both
C0(ξ1) and C0(ξ2) induce the same differentiable structure. But by the VBN
Existence Theorem there is a VBN η of σ that is included in the intersection of
ξ1 and ξ2, and by the above Proposition the Banach space C0(η) is a smooth
open submanifold both of C0(ξ1) and of C0(ξ2). A similar argument works for
H1.

11.1.13. Theorem. Let E and F be two smooth fiber bundles
over I and let ϕ : E → F be a smooth vector bundle morphism. Then
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σ �→ ϕ ◦σ is a smooth map C0(ϕ) : C0(E) → C0(F ) and restricts to a
smooth map H1(ϕ) : H1(E) → H1(F ).

Proof. Given a section σ of E and a VBN η of ϕ ◦σ in F , we can,
by the VBN Existence Theorem, find a VBN ξ of ξ in E with ϕ(ξ) ⊆ η. By
definition of the differentiable structures on C0(E) and C0(F ) it will suffice to
show that σ �→ ϕ ◦σ maps C0(ξ) smoothly into C0(η). But this follows from
an earlier Theorem. The same argument works for H1.

11.1.14. Remark. We note that we have now reached our goal of extending
H1 to a functor from FB(I) to Mfld.

11.1.15. Corollary. If E is a smooth (closed) subbundle of F then
C0(E) is a smooth (closed) submanifold of C0(F ) and H1(E) is a smooth
(closed) submanifold of H1(F ).

11.1.16. Remark. It is clear from the definition of the differentiable
structure on C0(E) and from the construction of VBN’s above that if σ is a
smooth section of a fiber bundle E, then T (C0(E))σ , the tangent space to C0(E)
at σ, is canonically isomorphic to C0(Eσ), where as above Eσ denotes the vector
bundle σ∗(TF (E)) over I . If ϕ : E → F is a smooth fiber bundle morphism
and C0(ϕ)(σ) = τ then clearly Dϕ induces a vector bundle morphism ϕσ :
Eσ → F τ and C0(ϕσ) : C0(Eσ) → C0(F τ ) is D(C0(ϕ))σ , the differential
C0(ϕ) at σ. Similarly T (H1(E))σ = H1(Eσ) and D(H1(ϕ))σ = H1(ϕσ).

11.1.17. Remark. If M is any smooth manifold then I × M is a smooth
fiber bundle over I and of course we have a natural identification of C0(I,M)
with C0(I × M). Thus C0(I,M) becomes a smooth Banach manifold. Simi-
larly H1(I,M) is well-defined and has the structure of a smooth Hilbert man-
ifold. If M is a regularly embedded smooth (closed) submanifold of N then
I×N is a smooth (closed) subbundle of I×N and hence C0(I,M) is a smooth
(closed) submanifold of C0(I,N) and H1(I,M) is a smooth (closed) submani-
fold of H1(I,N). In particular if M is embedded as a closed submanifold of RN

then H1(I,M) is a closed submanifold of the Hilbert space H(I, RN ) and so
becomes a complete Riemannian manifold in the induced Riemannian metric.
This will be important for our later applications to the calculus of variations.

11.2. Geodesics

Let X = I = [0, 1], Y a complete Riemannian manifold, P and Q two
points of Y , and M0 = Im(I, Y ) the space of all immersions σ : I → Y such
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that σ(0) = P and σ(1) = Q. We will consider two Lagrangians. The first is
defined by L(σ) = ‖σ′(s)‖, so the corresponding functional is the arc length :

L(σ) =
∫ 1

0

‖σ′(s)‖ ds,

and a critical point of L is called a geodesic of Y joining P and Q. The second
Lagrangian is the energy density E(σ) = 〈σ′, σ′〉, and E on M0 denotes the
corresponding energy functional:

E(σ) =
1
2

∫ 1

0

〈σ′(s), σ′(s)〉 ds.

In what follows we will use the functional E as a model, illustrating the five
step program of the Introduction that shows abstract Morse Theory applies to a
particular Calculus of Variations problem. In the course of this we will see that E
and L in a certain sense have “the same” critical points so we will rederive some
standard existence theorems for geodesics. Critical points of E are sometimes
called harmonic maps of I into Y , but as we shall see they are just geodesics
parametrized proportionally to arc length.

First we compute ∇E by using local coordinates. To simplify the notation
a little we will adopt the so-called “Einstein summation convention”. This
means that a summation is implicit over the complete range of a
repeated index. For example if Tij is an n × n matrix then Trace(T ) =
Tii =

∑n
i=1 Tii. Suppose x = (x1, . . . , xn) is a local coordinate system of M ,

and write xi(s) = xi(σ(s)), and ds2 = gij dxi dxj . Then in this coordinate
system

E(σ) = E(x, x′) = gij(x)x′
ix

′
j .

So writing gij,k = ∂gij

∂xk
, the Euler-Lagrange equation is given by

gkl,ix
′
kx′

l =
∂E

∂xi

=
d

ds

∂E

∂x′
i

= 2(gijx
′
j)

′

= 2gij,kx′
kx′

j + 2gijx
′′
j

= gil,kx′
kx′

l + gik,lx
′
lx

′
k + 2gijx

′′
j ,

i.e.,

gijx
′′
j +

1
2
{gil,k + gik,l − gkl,i} x′

kx′
l = 0 (11.2.1)
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Let (gij) denote the inverse of the matrix (gij). Multiplying both sides of
(11.2.1) by gim and summing over i, we get

x′′
m +

1
2
gim{gil,k + gik,l − gkl,i} x′

kx′
l = 0.

Let Γm
kl be the Christoffel symbols associated to g, defined by:

∇ ∂
∂xk

(
∂

∂xl

)

= Γm
kl

∂

∂xm
,

where ∇ is the Levi-Civita connection for g. Note that

gij,k =
∂

∂xk
〈 ∂

∂xi
,

∂

∂xj
〉 = ∇ ∂

∂xk

〈 ∂

∂xi
,

∂

∂xj
〉.

Then direct computation, using that that ∇ is torsion free and compatible with
the metric, gives

Γm
kl =

1
2
gim{gil,k + gik,l − gkl,i}.

So the Euler-Lagrange equation for E in local coordinates becomes

x′′
m + Γm

klx
′
kx′

l = 0. (11.2.2)

Note that if x is the geodesic coordinate centered at σ(so), then (11.2.2) is the
same as ∇σ′(so)σ

′ = 0. So the invariant formulation of (11.2.2) is ∇σ′σ′ = 0.
The second method to compute ∇E is using covariant derivatives. By the

Nash isometric embedding theorem we may assume that Y is a submanifold of
Rm with the induced metric. Let ∇ denote the Levi-Civita connection of Y ,
u ∈ TYx, Px the orthogonal projection of Rm onto TYx, and ξ a tangent vector
field on Y . Then (∇uξ)(x) = Px(dξ(u)). Suppose σt is a smooth curve in
M0, with σ0 = σ. Then

h =
(

dσt

dt

)

t=0

∈ (TM0)σ

is a vector field along σ and h(0) = h(1) = 0. We have

δE =
d(E(σt))

dt

∣
∣
∣
∣
t=0

=
∫ 1

0

〈σ′(s), h′(s)〉ds,

= −
∫ 1

0

〈σ′′(s), h(s)〉ds

= −
∫ 1

0

〈Pσ(σ′′), h(s)〉ds,

= −
∫ 1

0

〈∇σ′σ′, h〉ds.
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So the condition for σ to be a critical point of E is that ∇σ′σ′ = 0, i.e., that σ′

is parallel along σ. This has an elementary but important consequence;

(E(σ))′ =
d

ds
〈σ′, σ′〉 = 2〈∇σ′ σ′, σ′〉 = 0,

so that if σ is a critical point of E, then ‖σ′(s)‖ is constant .
Next we want to discuss the relation between the two functionals E and

L. But first it is necessary to recall some relevant facts about reparameterizing
immersions of I into Y . Let G denote the group of orientation preserving,
smooth diffeomorphisms of I , i.e.,

G = {u : I → I| u(0) = 0, u(1) = 1, u′(t) > 0 for all t }.

Then G acts freely on M0 by u · σ(t) = σ(u(t)), and we call elements of
M0 belonging to the same orbit “reparameterizations” of each other. It is clear
from the change of variable formula for integrals that L is invariant under
G, i.e., L(u · σ) = L(σ). Thus L is constant on G orbits, or in other words
reparameterizing a curve does not change its length. Let Σ denote the set of σ
in M′ such that ‖σ′‖ is some constant c, depending on σ. Recall that this is
the condition that we saw above was satisfied automatically by critical points
of E . It is clearly also the condition that the length of σ between 0 and t should
be a constant c times t (so in particular c is just the length of σ), and so we
call the elements of Σ paths “parametrized proportionally to arc length”. Recall
that Σ is a cross-section for the action of G on M0, that is, every orbit of G
meets Σ in a unique point, or equivalently, any immersion of I into Y can be
uniquely reparametrized proportionally to arc length. In fact the element s of
G that reparameterizes σ ∈ M0 proportionally to arc length is given explicitly
by s(t) = 1

	

∫ t

0
‖σ′(t)‖ dt, where 	 is the length of σ. This means that we can

identify Σ with the orbit space M0/G. Now since L is invariant under G, it
follows that if σ is a critical point of L, then the whole G orbit of σ consists
of geodesics, and in particular the point where the orbit meets Σ is a geodesic.
So, in searching for geodesics we may as well restrict attention to Σ. Moreover
it is clear (and we will verify this below) that to check whether σ ∈ Σ is a
critical point of L, it suffices to check that it is a critical point of L|Σ. But on
Σ, E = L2/2, so they have the same critical points. Thus:

11.2.1. Theorem. Let σ : [0, 1] → Y be a smooth curve. Then the
following three statements are equivalent:

(i) σ is a critical point of the energy functional E ,

(ii) σ is parametrized proportionally to arc length and is a critical
point of the arc length functional L,

(iii) ∇σ′σ′ = 0.
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Now let’s check this by direct computation. If σ is a critical point of E then

∂E

∂xi
=

(
∂E

∂x′
i

)′
.

But, since L =
√

E,

∂L

∂xi
=

1
2
E− 1

2
∂E

∂xi
,

(
∂L

∂x′
i

)′
=

1
2

(

E− 1
2

∂E

∂x′
i

)′

= −1
4
E−3/2(E(σ))′

∂E

∂x′
i

+
1
2
E− 1

2

(
∂E

∂x′
i

)′

= 0 +
1
2
E− 1

2

(
∂E

∂x′
i

)′
.

So
∂L

∂xi
=

(
∂L

∂x′
i

)′
,

i.e., σ is a critical point of L.
To prove the converse suppose σ is a critical point of L parametrized

proportionally to it arc length, i.e., L(σ) ≡ c, a constant, which implies that
L′ = (L(σ))′ = 0. Since E = L2, we have

∂E

∂xi
= 2L

∂L

∂xi
,

(
∂E

∂x′
i

)′
=

(

2L
∂L

∂x′
i

)′

= 2L

(
∂L

∂x′
i

)′
.

Hence σ is a critical point of E .
A very important general principle is involved here. Geometrically natural

functionals J , such as length or area, tend to be invariant under “coordinate
transformations”. The same is true for the functionals that physicists extremalize
to define basic physical laws. After all, the laws of physics should not depend on
the size or orientation of the measuring gauges used to observe events. Following
physics terminology that goes back to Hermann Weyl, a group of coordinate
transformations that leave a variational problem J invariant is referred to as
a “gauge group” for the problem. Now the existence of a large gauge group
usually has profound and wonderful consequences. But these are not always
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mathematically convenient. In fact, from our point of view, there is an obvious
drawback to a large gauge group G. Clearly if σ is a critical point of J then the
whole gauge orbit, Gσ, consists of critical points at the same level of J . But
remember that, if Condition C is to be satisfied, then the set of critical points at
a given level must be compact. It follows that having all the gauge group orbits
not relatively compact is incompatible with Condition C. Typically, the gauge
group G is a large infinite dimensional group, and the isotropy groups Gσ are
finite dimensional or even compact, and this is clearly bad news for Condition
C. In particular we can now see that the invariance of the length functional L
under the group G of reparameterizations of the interval means that it cannot
satisfy Condition C. The way around this problem is clear. We commonly
regard immersions of the interval that differ by a reparameterization as “the
same” geometric curve. Similarly, the physicist regards as “the same” two
physical configurations that differ only by a gauge transformation. In general,
if f : M → R is a variational functional invariant under a gauge group G,
then we think of points of M belonging to the same gauge orbit as being two
representations of the “the same” basic object. Thus it seems natural to carry
out our analysis on the space M/G of gauge orbits and try to verify Condition
C there. Since f is G-invariant, it gives a well defined function on M/G. But
unfortunately M/G is in general not a smooth manifold. It is possible to do
a reasonable amount of analysis on the orbit space, despite its singularities;
for example if M is Riemannian and G acts isometrically then ∇f is clearly
a G-invariant vector field, so that the flow ϕt it generates will commute with
the action of G and give a well defined flow on the orbit space. Nevertheless
experience seem to show that it is usually better not to “divide out” the action of
G explicitly. The following definition clearly captures the notion of f satisfying
Condition C onM/G, without actually passing to the possibly singular quotient
space:

11.2.2. Definition. Let M be a Riemannian manifold, G a group of
isometries of M, and f : M → R a smooth G-invariant function on M. We
will say that f satisfies Condition C modulo G if given a sequence {xn} in
M such that |f(xn)| is bounded and ‖∇fxn

‖ → 0, there exists a sequence {gn}
in G such that the sequence {gnxn} has a convergent subsequence.

If M is complete and f is bounded below, the proof in section 9.1 that
the flow generated by −∇f is a positive semigroup generalizes easily to the
case that f satisfies Condition C only modulo a gauge group G, so the First and
Second Deformation Theorems are also valid in this more general context.

In actual practice, instead of showing that a functional J satisfies Condition
C modulo a gauge group G directly, there are several methods for implicitly
dividing out the gauge equivalence. One such method is to impose a so-called
“gauge fixing condition” that defines a “cross-section” of M, i.e., a smooth
submanifold Σ of M that meets all the gauge orbits, and show that J restricted
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to Σ satisfies Condition C. Another approach is to look for a functional J , that
“breaks the gauge symmetry” (that is, J is not G-invariant), and yet has “the
same” critical points as J , in the sense that every critical point of J is also a
critical point of J , and every G-orbit of critical points of J contains a critical
point ofJ . All this is elegantly illustrated by the length functionalL; the energy
functional E breaks the reparameterization symmetry of L, and nevertheless has
the “the same” critical points asL. The appropriate gauge fixing condition in this
case is of course parameterization proportionally to arc length. But best of all,
these strategies actually succeed in this case for, as we shall now see, the energy
functional does satisfy Condition C on an appropriate Sobolev completion of
M0.

We now begin carrying out the five steps mentioned in the Introduction.
First we discuss the completion M of M0 and the extension of E to M. Recall
that we are assuming that Y is isometrically imbedded in Rm. Since Y is
complete, it is closed in Rm and it follows from Theorem 11.1.5 that H1(I, Y )
is a closed submanifold of the Hilbert space H1(I, Rm). Here the H1-norm is
defined by

‖σ‖2
1 = ‖σ(0)‖2

0 +
∫ 1

0

‖σ′(t)‖2dt.

Clearly
M = {σ ∈ H1(I, Y ) | σ(0) = P, σ(1) = Q}

is a smooth, closed codimension 2m submanifold of H1(I, Y ) (because the map
σ �→ (σ(0), σ(1)) of H1(I, Y ) into Rm × Rm is a submersion), and so it is a
complete Riemannian manifold. It is easily seen that E naturally extends to M.
For if σ ∈ H1(I, Rm), then Ê(σ) =

∫ 1

0
〈σ′, σ′〉ds is a well-defined extension of

E to H1(I, Rm), and ‖σ‖2
1 = ‖σ(0)‖2

0 + Ê(σ). Since both ‖σ‖2
1 and ‖σ(0)‖2

0

are continuous quadratic forms on H1(I,Rm), they are smooth, and so is Ê .
Hence Ẽ = Ê |M is smooth. Ẽ is clearly bounded from below by 0.

11.2.3. Definition. A critical point of Ẽ on M is called a harmonic map
of I into Y joining P to Q.

Note that for σ ∈ M, we have

TMσ = {v ∈ H1(I, Rm) | v(t) ∈ TYσ(t), v(0) = v(1) = 0},

dẼσ(v) = 〈σ′, v′〉0 = 〈∇Ẽ(σ), v〉1,
where ∇Ẽ(σ) is in TMσ such that (∇Ẽ(σ))′ = σ′ as L2 functions. If σ is
smooth then by integration by parts ∇Ẽ(σ) = −∇σ′(σ′).

We may assume that 0 ∈ Y and P = 0. Thus the elements of M are
H1-maps σ : I → Rn with im(σ) ⊂ Y , σ(0) = 0, σ(1) = Q and

Ẽ(σ) = ‖σ‖2
1 = f0,
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the distance function from 0.
Next we prove that Ẽ satisfies condition C. Since smooth sections are dense

in M, it will suffice to show that given a sequence {σn} ∈ M0 such that

E(σn) = ‖σn‖2
1 ≤ c0 and ∇E(σn) → 0 in H1

then {σn} has a convergent subsequence in M. Note that

TMσn = {h ∈ H1(I, Rm) | h(0) = h(1) = 0, h(t) ∈ TYσn(t)},

dEσn(h) = −
∫ 1

0

〈Pσn(σ′′
n), h〉 dt = 〈∇E(σn), h〉1, ∀ h ∈ TMσn .

So, by the Schwarz inequality, if h ∈ H1(I,Rm) and h(0) = h(1) = 0, then
we have

|〈Pσn(σ′′
n), h〉0| ≤ ‖∇E(σn)‖1‖h‖1. (11.2.3)

Since M is closed in H1(I, Rm), it will suffice to show that some subsequence
(still denoted by {σn}) satisfies

‖σn − σm‖2
1 → 0.

Since {σn} is bounded in H1(I, Rm) and the inclusion of H1(I, Rm) into
C0(I, Rm) is compact (Theorem 11.1.4), we can assume

‖σn − σm‖∞ → 0.

Note that

‖σn − σm‖2
1 = 〈σ′

n, (σn − σm)′〉0 − 〈σ′
m, (σn − σm)′〉0,

so it will suffice to show that

〈σ′
n, (σn − σm)′〉0 → 0.

Since the σn are smooth and σn − σm vanishes at 0 and 1, we can integrate by
parts and the latter is equivalent to

〈σ′′
n, (σn − σm)〉0 → 0.

Now, since σ′
n is tangent to Y , Pσnσ′

n = σ′
n (recall that x �→ Px is the Gauss

map of Y , i.e., Px is the orthogonal projection of Rm onto TYx, and Pσσ′ is the
map t �→ Pσ(t)σ

′(t)). Thus

σ′′
n = (Pσnσ′

n)′ = P ′
σn

σ′
n + Pσnσ′′

n.
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Therefore we will be finished if we can prove the following two facts:

(A) |〈P ′
σn

σ′
n, (σn − σm)〉0| → 0,

(B) |〈Pσnσ′′
n, (σn − σm)〉0| → 0.

As for (A), by Hölder’s inequality we have

|〈P ′
σn

σ′
n, (σn − σm)〉0| ≤ ‖P ′

σn
σ′

n‖L1‖σn − σm‖L∞ .

Recalling that ‖σn−σm‖∞ → 0, it will suffice to show ‖P ′
σn

σ′
n‖L1 is bounded.

By the Schwarz inequality, it will suffice to prove‖P ′
σn

‖L2 and‖σ′
n‖L2 = ‖σn‖1

are bounded. The latter is true by assumption, and since P ′
σn

= dPσn ◦σ′
n, and

dP is bounded on a compact set, P ′
σn

is bounded. Since σn − σm vanishes at
0 and 1 and is bounded in the H1-norm, statement (B) follows from (11.2.3).

It remains to prove regularity. Note that equation dEσ(v) = 〈σ′, v′〉0 = 0
for v ∈ TMσ is equivalent to

〈σ′, (Pσv)′〉0 = 0 for all v ∈ H1(I, Rm). (11.2.4)

Since Im(P ) is contained in the linear space of self-adjoint operators on Rm,
(Pσ)′ is also self-adjoint, and by chain rule, we have

〈σ′, (Pσv)′〉0 = 〈σ′, (Pσ)′(v) + Pσ(v′)〉0
= 〈(Pσ)′(σ′), v〉0 + 〈Pσ(σ′), v′〉0
= 〈(Pσ)′(σ′), v〉0 + 〈σ′, v′〉0.

(11.2.5)

Since σ ∈ H1(I, Rm), σ is continuous and ‖σ‖∞ is bounded.
By the chain rule (Pσ)′(σ′) is smooth in σ and quadratic in σ′, and so it is

in L1. Then

γ(t) =
∫ t

0

(Pσ)′(σ′)ds (11.2.6)

is in C0. Substituting (11.2.6) into (11.2.5) and using integration by parts, we
obtain

〈γ′, v〉0 + 〈σ′, v′〉0 = 〈σ′ − γ, v′〉0 = 0.

It follows that σ′and γ differ by a constant. Since γ is continuous, σ is C1.
We can now “pull ourselves up by our own bootstraps”. It follows from the
definition of γ that if σ is Ck (k ≥ 1), then γ′ is Ck−1, and hence γ is Ck. Then
σ′ is also Ck, so σ is Ck+1. By induction, σ is smooth.

We can now apply our general theory of critical points to the geodesic
problem.

11.2.4. Theorem. Given any two points P and Q of a complete
Riemannian manifold Y , there exists a geodesic joining P to Q whose
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length is the distance from P to Q. Moreover any homotopy class of
paths from P to Q contains a geodesic parametrized proportionally to
arc length that minimizes length and energy in that homotopy class.

Proof. Since it is the energy E , rather than the length L, that satisfies
Condition C, our general theorem really only applies directly to E . But recall
that on the set Σ of paths parametrized proportionally to arc length, L =

√
E .

Now since any path σ has a reparameterization σ̃ in Σ with the same length, it
follows that inf(L) =inf(

√
E). And since we know E must assume its minimum

at a point σ of Σ, it follows that this σ is also a minimum of L.

So far we have considered the theory of geodesics joining two fixed points.
There is just as important and interesting a theory of closed geodesics. For this
we take for X not the interval I , but rather the circle S1, so our spaceM0 consists
of the smooth immersions of S1 into Y . As usual we will identify a continuous
(or smooth) map of S1 with a map of I that has a continuous (or smooth) periodic
extension with period one. In this way we regard the various spaces of maps
of the circle into Rm (and into Y ) as subspaces of the corresponding spaces of
maps of I into Rm (and into Y ). This allows us to carry over all the formulas
and norms defined above. In particular we have the formula:

‖σ‖2
1 = ‖σ(0)‖2 + E(σ).

At this point there is a small but important difference in the theory. If we
consider immersions of I joining P to Q, then σ(0) = P , is constant, hence
bounding the energy bounds the H1 norm. But for the case of immersions of
S1 into Y , the point σ(0) can be any point of Y , so if we want to insure that
‖σ(0)‖2 is bounded then we must require that Y is bounded, and
hence compact. Once this extra requirement is made, bounding the energy
again bounds the H1 norm, and the whole development above works exactly
the same for immersions of S1 as it did for immersions of I . In particular:

11.2.5. Theorem. If Y is a compact Riemannian manifold, then
given any free homotopy class α of maps of S1 into Y there is a repre-
sentative σ of α that is a closed geodesic parametrized proportionally to
arc length and that minimizes both length and energy in that homotopy
class.

The requirement that Y be compact is real, and not just an artifact of the
proof. For example, consider the surface of revolution in R3 obtained by rotating
the graph of y = 1

x about the x-axis. It is clear that the homotopy class of the
circles of rotation has no representative of minimum length or energy.
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11.3. Non-linear eigenvalue problem

Let (V, 〈 , 〉) be a Hilbert space. Let J, F : V → R be smooth functions,
1 a regular value of F , and M the level hypersurface F−1(1) of V . Then by
the Lagrange multiplier principle, u ∈ V is a critical point of J |M if and only
if there is a constant λ such that

∇J(u) = λ∇F (u). (11.3.1)

If F (u) = 〈u, u〉 and J is the quadratic function defined by J(u) = 〈P (u), u〉
for some bounded self-adjoint operator P on V , then (11.3.1) becomes the
eigenvalue problem for the linear operator P :

P (u) = λu.

So if either F or J is quadratic, we will refer (11.3.1) as the non-linear eigen-
value problem.

In this section we will study a simple non-linear eigenvalue problem of this
type. But first we need to review a little hard analysis.

Let X be a compact, smooth n-dimensional Riemannian manifold, ∇ the
Levi-Civita connection for g, and dv the Riemannian volume element. For
each p with 1 ≤ p < ∞ we associate a Banach space Lp(X), the space of all
measureable functions u : X → R such that

‖u‖p

L
p =

∫

X

|u(x)|p dv(x) < ∞.

Next we introduce the Lp
k-norm on C∞(X) as follows:

‖u‖p

L
p

k

=
k∑

i=0

∫

X

‖∇iu(x)‖p dv(x).

11.3.1. Definition. For 1 ≤ p < ∞ and each non-negative integer k, we
define the Sobolev Banach space Lp

k(X) to be Lp(X) if k = 0, and to be the
completion of C∞(X) with respect to the Sobolev Lp

k-norms for positive k.

The Sobolev spaces L2
k(X) are clearly Hilbert spaces. It is not difficult to

identify Lp
k(X) with the space of measureable functions that have distributional

derivatives of order ≤ k in Lp.
Another family of Banach space that will be important for us are the Hölder

spaces, Ck,α(X), where k is again a non-negative integer and 0 < α < 1. It is
easy to describe the space C0,α(X); it consists of all maps u : X → R that are
“Hölder continuous of order α”, in the sense that

Nα(u) = sup
x,y∈X

|u(x) − u(y)|
d(x, y)α

< ∞,
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where d(x, y) is the distance of x and y in X . The norm ‖ ‖
C0,α for the Hölder

space C0,α(X) is defined by

‖u‖
C0,α = ‖u‖∞ + Nα(u),

where as usual ‖u‖∞ denotes the “sup” norm of u, ‖u‖∞ = maxx∈X |u(x)|.
The higher order Hölder spaces can be defined in a similar manner. Let

X1, . . . , Xm be smooth vector fields on X such that X1(x), . . . , Xm(x) spans
TXx at each point x ∈ X . We define Ck,α(X) to be the set of u ∈ Ck(X)
such that

Nα(∇ku) =
∑

(i1,...,ik)

Nα(∇ku(Xi1 , . . . , Xik
)) < ∞,

and we define the Ck,α norm of such a u by:

‖u‖
Ck,α

= ‖u‖
Ck

+ Nα(∇ku),

where the Ck norm, ‖ ‖
Ck

, is as usual defined by:

‖u‖
Ck

=
k∑

i=0

‖∇iu‖∞.

Let V and W be Banach spaces with ‖ ‖
V

and ‖ ‖
W

respectively. If V is
a linear subspace of W , then proving the inclusion V ↪→ W is continuous is
equivalent to proving an estimate of the form ‖v‖

W
≤ C‖v‖

V
for all v in V .

There are a number of such inclusion relationships that exist between cer-
tain of the Lp

k(X) and Ck,α(X). These go collectively under the name of
“embedding theorems” (for proofs see [GT], [So], [Am], [Cr], [My]). They
play a central role in the modern theory of PDE.

11.3.2. Sobolev Embedding Theorems. Let X be a smooth,
compact n-dimensional Riemannian manifold.

(1) If k − n
p ≥ l− n

q and k ≥ l, then Lp
k(X) is contained in Lq

l (X) and
the inclusion map is continuous. If both inequalities are strict then this
embedding is even compact.

(2) If k − n
p ≥ l + α, then Lp

k(X) is contained in Cl,α(X) and the in-
clusion map is continuous. If the inequality is strict then this embedding
is even compact.

11.3.3. Corollary. If p ≤ 2n
n−2 then L2

1(X) is contained in Lp(X). If
the inequality is strict then this embedding is even compact.
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In the following we let ‖u‖q denote the norm ‖u‖
Lq . Since the inclusion

i : L2
1(X) ↪→ L

2n
n−2 (X) is continuous, there is a constant C such that

‖u‖ 2n
n−2

≤ C(‖∇u‖2 + ‖u‖2).

Let c(X) denote the infimum of A > 0 for which there exists a B > 0 so that

‖u‖2
2n

n−2
≤ A‖∇u‖2

2 + B‖u‖2
2

for all u ∈ L2
1(X). It turns out that c(X) depends only on the dimension n of

X , that is, (see [Au]):

11.3.4. Theorem. There is a universal constant c(n) such that for
any compact Riemannian manifold X of dimension n and any ε > 0,
there is a b(ε) > 0 for which the inequality

‖u‖2
2n

n−2
≤ (c(n) + ε)‖∇u‖2

2 + b(ε)‖u‖2
2

holds for all u in L2
1(X).

This constant c(n) is referred to as the “best constant for the Sobolev
Embedding Theorem”.

We now state the standard a priori estimates for linear elliptic theory (for
proofs see [Tr]):

11.3.5. Theorem. Let (X, g) be a compact, Riemannian manifold,
and 
u = f .

(1) If f ∈ Ck,α(X) then u ∈ Ck+2,α(X).
(2) If p > 1 and f ∈ Lp

k(X) then u ∈ Lp
k+2(X).

For our discussion below, we also need the following Theorem of Brezis
and Lieb [BL]:

11.3.6. Theorem. Suppose 0 < q < ∞ and vn a bounded sequence
in Lq. If vn → v pointwise almost everywhere, then v ∈ Lq and

∫

X

|vn|q dv −
∫

X

|vn − v|q dv →
∫

X

|v|q dv.

Now suppose 2 < p ≤ σ(n) = 2n
n−2 . Then by Corollary 11.3.3, Lp(X) is

continuously embedded in L2
1(X). So

M = {u ∈ L2
1(X) |

∫

X

|u(x)|p dv(x) = 1}
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defines a closed hypersurface of the Hilbert space L2
1 = L2

1(X). The tangent
plane of M at u is

TMu = {ϕ ∈ L2
1 | 〈|u|p−2u, ϕ〉0 = 0},

where

〈u, ϕ〉0 =
∫

X

uϕ dv

is the L2-inner product.
Let f : X → R be a given smooth function, and define J : M → R by

J(u) =
∫

X

‖∇u(x)‖2 + f(x)u2(x) dv. (11.3.2)

By the Lagrange multiplier principle, the Euler-Lagrange equation of J on M
is


u − fu = λ|u|p−2u, (11.3.3)

for some constant λ. Multiplying both sides of (11.3.3) by u and integrating
over X we see that λ = −J(u). So


u − fu = −J(u)|u|p−2u. (11.3.4)

The study of this equation is motivated by the following:

11.3.7. Yamabe Problem. Let (X, g) be a compact, Riemannian man-
ifold. Is there a positive function u on X such that the scalar curvature of
g̃ = u

4
n−2 g is a constant function? Let f denote the scalar curvature function of

g. Then it follows from a straight forward computation that the scalar curvature
of g̃ is {

4(n−1)

n−2

u + fu

}

u− n+2
n−2 .

So the Yamabe problem is equivalent to finding a positive solution to equation
(11.3.3) with p = σ(n) = 2n

n−2 (for details see [Au],[Sc1],[Sc2]).

It is easily seen that

dJu(v) =
∫

X

〈∇u,∇v〉 + fuv dv for v ∈ TMu

If v ∈ L2
1, then v − 〈|u|p−2u, v〉0u ∈ TMu and

dJu(v − 〈|u|p−2u, v〉0u) = −J(u)〈|u|p−2u, v〉0

+
∫

X

〈∇u,∇v〉 + fuv dv
. (11.3.5)



256 Part II Critical Point Theory

By Hölder’s inequality, for u ∈ M (i.e., ‖u‖
L

p = 1), we have

∫

X

u2 dv ≤ ‖u2‖ p
2
‖1‖ p

p−2
= (vol(X))

p−2
p . (11.3.6)

Let b = ‖f‖∞. Then

J(u) ≥ −b

∫

M

u2dv,

and J is bounded from below on M. Note that

‖∇u‖2
0 = J(u) −

∫

X

fu2dv ≤ J(u) + ‖f‖∞‖u‖2
0. (11.3.7)

The following result and the proof are essentially in Brezis and Nirenberg
[BN].

11.3.8. Theorem. Let σ(n) = 2n
n−2 .

(1) If p < σ(n) then J satisfies condition C and critical points of J are
smooth.

(2) If p = σ(n), c(n) is the best constant for the Sobolev embedding
theorem, and α < 1/c(n), then the restriction of J to J−1((−∞, α])
satisfies condition C and critical points of J in J−1((−∞, α]) are smooth.

Proof. In our discussion below n = dim(X) is fixed.
First we will prove condition C. Suppose um ∈ L2

1, J(um) ≤ c and

∇J(um) → 0 in L2
1. (11.3.8)

We may assume that
J(um) → c0 ≤ c. (11.3.9)

Since J(um) is bounded, it follows from (11.3.6) and (11.3.7) that {um} is
bounded in L2

1. By the Sobolev embedding theorem 11.3.3, {um} is bounded in
Lσ(n) and has a convergent subsequence in L2. Since a bounded set in a reflexive
Banach space is weakly precompact, there is a u ∈ L2

1 and a subsequence of um

converging weakly to u in L2
1, so by passing to a subsequence we may assume

that:
‖um − u‖

L
2 → 0, (11.3.10)

{um} is bounded in Lσ(n), (11.3.11)

um − u → 0 weakly in L2
1. (11.3.12)

um → u almost everywhere. (11.3.13)
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It follows that

〈um − u, u〉L2
1

=
∫

X

〈∇(um − u),∇u〉 + (um − u)u dv → 0,

∫

X

(um − u)u dv → 0.

So we have 〈∇(um − u),∇u〉0 → 0, which implies that

〈∇um,∇u〉0 → ‖∇u‖2

L
2
,

‖∇(um − u)‖2

L
2
−

{

‖∇um‖2

L
2
− ‖∇u‖2

L
2

}

→ 0.

In particular, we have

‖∇um‖2
2 − 〈∇um,∇u〉0 − ‖∇(um − u)‖2

2 → 0. (11.3.14)

Since C∞(X) is dense in L2
1, we may further assume the um are smooth. Using

(11.3.8), we have

dJum(vm) → 0, if {vm} is bounded in L2
1.

Since um − u is bounded in L2
1, by (11.3.5) and the above condition we have

−J(um)〈|um|p−2um, (um − u)〉0 + 〈∇um,∇(um − u)〉0
+ 〈fum, (um − u)〉0 → 0

. (11.3.15)

It follows from (11.3.9) (11.3.10) and (11.3.14) that

−c0〈|um|p−2um, (um − u)〉0 + ‖∇(um − u)‖2

L
2
→ 0. (11.3.16)

If p < σ(n), then by Sobolev embedding theorem we may assume that
um → u in Lp. By Hölder’s inequality,

|〈|um|p−2um, um − u〉0| ≤ ‖um
p−1‖

L

p
p−1

‖um − u‖
L

p = ‖um − u‖
L

p → 0.

So ‖∇(um − u)‖
L

2 → 0, which implies that um → u in L2
1 and u ∈ M. This

proves condition C for case (1).
If p = σ(n), then we want to prove that for α < 1

c(n) , J restricts to

J−1((−∞, α]) satisfies condition C. So we may assume c0 ≤ α. Since
{|um|p−2um} is a bounded sequence in L

p
p−1 , by passing to a subsequence we
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may assume that {|um|p−2um} converges weakly to |u|p−2u in L
p

p−1 . So for
u ∈ Lp = (L

p
p−1 )∗ we have

∫

X

|um|p−2umu dv →
∫

X

|u|p−2uu dv =
∫

X

|u|p dv,

〈|um|p−2um, (um − u)〉0 =
∫

X

|um|p − up−1
m u dv → 1 −

∫

X

updv,

By Theorem 11.3.6, we have

‖um − u‖p

L
p → 1 − ‖u‖p

L
p ≤ 1. (11.3.17)

So (11.3.16) gives

εm = −c0‖um − u‖p

L
σ + ‖∇(um − u)‖2

L
2
→ 0. (11.3.18)

Choose α0 such that α < α0 < 1
c(n) . Set xm = ‖um − u‖

L
p . Using Theorem

11.3.4 and (11.3.10), we obtain

−c0x
p
m + α0x

2
m ≤ εm → 0.

Since c0 ≤ α < α0, there is a constant δ > 1 (only depends on c(n) and α)
such that

(i) ϕ(x) = −c0x
p + α0x

2 > 0 on [0, δ],
(ii) if tn ∈ [0, δ] and ϕ(tm) ≤ bm → 0, then tm → 0.

Because of (11.3.17), we may assume that xm ∈ [0, δ]. So

‖um − u‖
L

p → 0.

It then follows from (11.3.18) that um − u → 0 in L2
1, which proves Condition

C for case (2).
Next we prove regularity for case (1). For simplicity we will discuss the

special case n = 3 and p = 4 < σ(3) = 6. Suppose u ∈ L2
1 is a critical point

of J then 
u = fu + λu3 ∈ L2, where λ = −J(u). So by Theorem 11.3.5
(2), u ∈ L2

2. Since 2 − 3/2 = 1/2, u ∈ Cα if α ≤ 1
2 . Applying Theorem

11.3.5 (2), u ∈ C2+α. Applying the same estimate repeatedly implies that u is
smooth. The general case is similar (for example see [Au]).

Regularity for case (2) follows from Trudinger’s Theorem ([Tr]).

Now J(u) = J(−u), and M/Z2 is diffeomorphic to the infinite dimen-
sional real projective space RP∞. As a consequence of the above theroem and
Lusternik-Schnirelman theory (Corollary 9.2.11) that we have:

11.3.9. Theorem. If p < 2n
n−2 , then there are infinitely many pairs

of smooth functions u on (Xn, g) such that


u = fu + λ|u|p−2u,

where λ = −J(u).



Appendix.

We review some basic facts and standard definitions and notations from
the theory of differentiable manifolds and differential topology. Proofs will be
omitted and can be found in [La] and [Hi].

Manifold will always mean a paracompact, smooth (meaning C∞) mani-
fold satisfying the second axiom of countability, and modeled on a hilbert space
of finite or infinite dimension. Only in the final chapters do we deal explicitly
with the infinite dimensional case, and before that the reader who feels more
comfortable in the finite dimensional context can simply think of all the mani-
folds that arise as being finite dimensional. In particular when we assume that
the model hilbert space is V , with inner product 〈 , 〉 then the reader can assume
V = Rn and 〈x, y〉 = x · y =

∑n
i=1 xiyi.

The tangent space to a smooth manifold X at x is denoted by TXx, and if
F : X → Y is a smooth map and y = F (x) then DFx : TXx → TYy denotes
the differential of F at x. If Y is a hilbert space then as usual we canonically
identify TYy with Y itself. With this identification we denote the differential
of F at x by dF : TFx → Y . In particular if f : X → R is a smooth real
valued function on X then, for each x in X its differential dfx : TXx → R is an
element of T*Xx , the cotangent space to X at x. Also if X is modelled on V
and Φ : O → V is a chart for X at p, we have an isomorphism dΦp : TXp → V .
A Riemannian structure for X is an assignment to each x in X of a continuous,
positive definite inner product 〈 , 〉x on TXx, such that the associated norm is
complete. If Φ : O → V is a chart as above then for each x in O there is a
uniquely determined bounded, positive, self-adjoint operator g(x) on V such
that for u, v ∈ TXx,

〈u, v, 〉x = 〈g(x)dΦ(u), dΦ(v)〉,

where 〈 , 〉 is the inner product in V . The Riemannian structure is smooth if for
each chart Φ the map x �→ g(x) from O into the Banach space of self-adjoint
operators on V is smooth. (When V = Rn this just means that the matrix
elements gij(x) are smooth functions of x.)

For a Riemannian manifold X there is a norm preserving duality isomor-
phism 	 �→ 	̂ of T*Xx with TXx, characterized by 	(u) = 〈u, 	̂〉x. In particular
if f : X → R is a smooth function, then the dual (dfx)̂ of dfx is called the
gradient of f at x and is denoted by ∇f . The vector field ∇f plays a central
rôle in Morse theory, and we note that its characteristic property is that for each

Y in TXx, Y f
def≡ df(Y ), the directional derivative of f at x in the direction

Y , is given by 〈Y,∇fx〉. It follows from the Schwarz inequality that if dfx �= 0
then, among all the unit vectors Y at x, the directional derivative of f in the
direction Y assumes its maximum, ‖∇f‖, uniquely for Y = 1

‖∇f‖∇f .
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We recall that given a smooth map F : X → Y a point x of X is called a
regular point of F if DFx : TXx → TYF (x) is surjective. Other points of X
are called critical points of F . A point y of Y is called a critical value of F
if F−1(y) contains at least one critical point of F . Other points of Y are called
regular values . (Note that if y is a non-value of F , i.e., if F−1(y) is empty,
then y is nevertheless considered to be a “regular value” of F .) By the Implicit
Function Theorem if x is a regular point of F and y = F (x), then there is a
neighborhood O of x in X such that O ∩ F−1(y) is a smooth submanifold of
X (of dimension dim(X)−dim(Y ) when dim(X) < ∞). Thus if y is a regular
value of F then F−1(y) is a (possibly empty) closed, smooth submanifold of
X .

If X is an n−dimensional smooth manifold, then a subset S of X is said
to have measure zero in X if for each chart Φ : O → Rn for X , Φ(S ∩ O) has
Lebesque measure zero in Rn. Note that it follows that S has no interior.

Morse-Sard Theorem. [DR, p.10] If X and Y are finite dimensional
smooth manifolds and F : X → Y is a smooth map, then the set of
critical values of F has measure zero in Y and in particular it has no
interior.

Corollary. If X is compact then the set of regular values of F is open
and dense in Y .

If f : X → R is a smooth function and dfx �= 0, then since R is one-
dimensional, dfx : TXx → R must be surjective, i.e., x is a regular value of
f . Thus for a real valued smooth function the critical points are exactly the
points where dfx is zero. Of course when X is Riemannian we can equally well
characterize the critical points of f as the zeros of the vector field ∇f .

Let X be a smooth Riemannian manifold, and M a smooth submanifold of
X with the induced Riemannian structure. If F : X → R is a smooth function
on X and f = F |M is its restriction to M then, at a point x of M , dfx is the
restriction to TMx of dFx, and it follows from this and the characterization of the
gradient above that ∇fx is the orthogonal projection onto TMx of ∇Fx. Thus
x is a critical point of f if and only if ∇fx is orthogonal to TMx. Now suppose
c is a regular value of some other smooth, real valued function G : X → R and
M = G−1(c). Then TMx =ker(dGx) = ∇G⊥

x , hence in this case TM⊥
x is

spanned by ∇Gx. This proves:

Lagrange Multiplier Theorem. Let F and G be two smooth real
valued functions on a Riemannian manifold X, c a regular value of G,
and M = G−1(c). Then x in M is a critical point of f = F |M if and
only if ∇Fx = λ∇Gxfor some real λ.

Let Y be a smooth vector field on a manifold X . A solution curve for Y is
a smooth map σ of an open interval (a, b) into X such that σ′(t) = Yσ(t) for all
t ∈ (a, b). It is said to have initial condition x if a < 0 < b and σ(0) = x, and
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it is called maximal if it is not the restriction of a solution curve with properly
larger domain. An equivalent condition for maximality is the following: either
b = ∞ or else σ(t) has no limit points as t → ∞, and similarly either a = −∞
or else σ(t) has no limit points as t → −∞
Global Existence and Uniqueness Theorem for ODE. If Y is a
smooth vector field on a smooth manifold X, then for each x in X there
is a unique maximal solution curve of Y , σx : (α(x), β(x)) → X, having
x as initial condition.

For t ∈ R we define D(ϕt) = {x ∈ X | α(x) < t < β(x)} and
ϕt : D(ϕt) → X by ϕt(x) = σx(t). Then D(ϕt) is open in X and ϕt is
a difeomorphism of D(ϕt) onto its image. The collection {ϕt} is called the
flow generated by Y , and we call the vector field Y complete if α ≡ −∞ and
β ≡ ∞. In this case t �→ ϕt is a one parameter group of diffeomorphisms of X
(i.e., a homomorphism of R into the group of diffeomorphisms of X .
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